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OpenShift 

Cluster 

Deployment

Day 1

• On-premises converged infrastructure appliance with built-in compute, 
network and storage resources

• Includes entitlement for Red Hat Enterprise Linux, IBM Spectrum Scale 
and VMware vSphere

• Automates deployment of IBM Cloud Paks, Red Hat OpenShift Container 
Platform and IBM Edge using IBM Cloud Pak System accelerators

IBM Cloud Pak System



OpenShift Container Platform Accelerator 
Capabilities and Versions

IBM Cloud 
Pak System 
Firmware 
Version

OpenShift 
Accelerator
Version

OpenShift 
Version

Automation 
for Vertical 
Scaling

Automation 
for Horizontal 
Scaling

Automation 
for OpenShift 
Container 
Storage

Comments

2.3.1.0
Dec 2019

1.0.1.0
Dec 2019

3.11 Yes No No Deprecated in 
IBM CPS 
2.3.3.0

2.3.2.0
Mar 2020

1.0.3.0
Mar 2020

4.2.18 Yes No No -

2.3.2.0
Mar 2020

4.3.1.0
May 2020

4.3.1 Yes No No -

2.3.3.0
Sep 2020

4.4.0.0
Sep 2020

4.4.6 Yes Yes Yes -



OpenShift Container Platform Accelerator
Pre-requisites

• Integration with Red Hat Satellite Server (RHSS) 6
• New RHSS deployed on IBM Cloud Pak System
• Existing RHSS reachable over the network from IBM Cloud Pak System

• Integration with Docker Private Registry
• New Docker Private Registry on IBM Cloud Pak System
• Existing Docker Private Registry reachable over the network from IBM Cloud Pak System

• Red Hat OpenShift Container Platform BYOL binaries for IBM Cloud Pak System
• Available from IBM Fix Central and to be imported into IBM Cloud Pak System

• Red Hat OpenShift licenses/entitlement
• Required - Red Hat OpenShift Container Platform
• Optional - Red Hat OpenShift Container Storage



OpenShift Container Platform Accelerator 
Infrastructure Topology

Helper Node

• Supports the automated 
installation and 
deployment of OCP

• Has a primary and 
secondary helper for 
High Availability

• Supports runtime of OCP 
with an integrated load 
balancer

Bootstrap

(CoreOS) Masters

(CoreOS) 
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Images)

OpenShift cluster

Not used after 
deployment 
has completed



OpenShift Container Platform Accelerator
Deployed OpenShift Cluster



IBM Cloud Pak System and Red Hat OpenShift 
References to get started
• IBM Cloud Pak System blog

https://ibmcloudpaksystem.home.blog/

• IBM Cloud Pak System blog list
https://www.ibm.com/support/pages/node/6239266

• Deploying Red Hat OpenShift Container Platform 4.4 on IBM Cloud Pak System
https://developer.ibm.com/recipes/tutorials/deploying-red-hat-openshift-container-platform-4-4-on-ibm-cloud-pak-system/

• Deploying RedHat OpenShift 4.3 on IBM Cloud Pak System - Step by step tutorial
https://developer.ibm.com/recipes/tutorials/deploying-redhat-openshift-4-3-on-ibm-cloud-pak-system/

• Deploying Red Hat OpenShift 4 on IBM Cloud Pak System 2.3.2.0 - Step by step tutorial
https://developer.ibm.com/recipes/tutorials/deploying-red-hat-openshift-4-on-ibm-cloud-pak-system-2-3-2-0/

• Accelerate your Red Hat OpenShift Container Platform deployment with IBM Cloud Pak System - How to easily implement and configure on-premises 
Kubernetes platforms
https://developer.ibm.com/tutorials/accelerate-your-red-hat-openshift-container-platform-deployment-with-ibm-cloud-pak-system/

https://ibmcloudpaksystem.home.blog/
https://www.ibm.com/support/pages/node/6239266
https://developer.ibm.com/recipes/tutorials/deploying-red-hat-openshift-container-platform-4-4-on-ibm-cloud-pak-system/
https://developer.ibm.com/recipes/tutorials/deploying-redhat-openshift-4-3-on-ibm-cloud-pak-system/
https://developer.ibm.com/recipes/tutorials/deploying-red-hat-openshift-4-on-ibm-cloud-pak-system-2-3-2-0/
https://developer.ibm.com/tutorials/accelerate-your-red-hat-openshift-container-platform-deployment-with-ibm-cloud-pak-system/


OpenShift 

Cluster 

Configuration

Day 2

• Connect OpenShift to LDAP

• Remove self-provisioner role

• LDAP Group Sync

• Create OpenShift groups
o Cluster Admin Group
o Dev groups

▪ <namespace>-admins
▪ <namespace>-developer

• Service Accounts

• Environment Review



• Fairly straight forward as described in Red Hat OpenShift Documentation

• Navigate to Administration → Cluster Settings → Global Configuration → OAuth

• Add LDAP identity provider

• If not using TLS, enter YAML
tab and set insecure option
to true

• Save configuration

• May need to wait a few minutes for the authentication pods to restart

Setting Value Required

Name openldap Yes

URL
ldap://ldap.acme.com:389/O=ACME.COM?uid?s
ub?(objectClass=*)

Yes

BindDN
uid=OpenShiftAdm,CN=Users,CN=Admin,O=ACM
E.COM

Yes

Bind Password <provided by ACME> Yes

Attribute Value

ID uid Yes

Preferred Username uid

Name cn

Email

Connect OpenShift to LDAP

https://docs.openshift.com/container-platform/4.2/authentication/identity_providers/configuring-ldap-identity-provider.html


Updates/creates 2 configurations in OpenShift 

Connect OpenShift to LDAP



OpenShift Roles
OpenShift includes a set of default cluster roles that you 
can assign to users and groups cluster-wide or locally. 



Remove self-provisioner role

• Once LDAP is configured users are automatically added to OpenShift when they login

• If you want to restrict the user’s capability to be able to create their own projects until 
they are granted access by the OpenShift admin this role can be removed
oc adm policy remove-cluster-role-from-group self-

provisioner system:authenticated:oauth

• To re-enable self-provisioning run the following command

oc adm policy add-cluster-role-to-group self-provisioner 

system:authenticated:oauth



LDAP Group Sync
• Described in detail in the Red Hat OpenShift 

Documentation

• Enables some automation to align LDAP
groups with OpenShift groups

• Would need to be executed whenever LDAP
groups are updated

• Not required

• Users can be added manually to groups by 
a cluster administrator
oc adm groups add-users qa-cluster-admins <user to add>

https://docs.openshift.com/container-platform/4.2/authentication/ldap-syncing.html


Create OpenShift groups
• Cluster Admin Group

• Users added to this group would have cluster admin access rights
• Created with the command: oc adm groups new <group name>
• The group name for QA is qa-cluster-admins and for PROD is prd-cluster-admins
• Assign cluster-admin role to group: oc adm policy add-cluster-role-to-group cluster-admin qa-cluster-admins
• Assign user to group: oc adm groups add-users qa-cluster-admins <user to add>

• Dev groups 
• 2 developer group types were identified; administrators and developers

• administrators have admin role at the project level
• developers have view role at the project level to look at pod status and logs
• Created with the command: oc adm groups new <group name>
• Developer groups names for QA are: qa-common-admins, qa-common-developer, qa-edp-admins, qa-edp-developer

PROD: prd-common-admins, prd-common-developer, prd-edp-admins, prd-edp-developer
• Assign roles to groups:

• Assign user to group: 

oc project common
oc adm policy add-role-to-group admin qa-common-admins
oc adm policy add-role-to-group view qa-common-developer
oc project edp
oc adm policy add-role-to-group admin qa-edp-admins
oc adm policy add-role-to-group view qa-edp-developer

oc adm groups add-users qa-common-admins <user to add>
oc adm groups add-users qa-common-admins <user to add>
oc adm groups add-users qa-common-admins <user to add>
oc adm groups add-users qa-common-admins <user to add>



Service Accounts for CICD
• For CICD pipelines a service account with admin access to the project is generally sufficient

• Generate kubeconfig for pipelines to use for authentication:

• In the above example the kubeconfig file would be /tmp/<SERVICE ACCOUNT>-kubeconfig.yaml

• To grant the same service account access to another project:

oc create rolebinding <SERVICE ACCOUNT>-admin --serviceaccount=<PROJECT>:<SERVICE ACCOUNT> --clusterrole=admin -n <NEW PROJECT>

• You can create a service account and kubeconfig for each project to be consumed by the CICD pipelines. 
Or you can have a single service account and kubeconfig with access to many projects. 

• When using a single service account for many projects you need to make sure the pipelines are 
configured to specify a project in any kubectl/oc commands.

oc create sa <SERVICE ACCOUNT> -n <PROJECT>
oc create rolebinding <SERVICE ACCOUNT>-admin --serviceaccount=<PROJECT>:<SERVICE ACCOUNT> --clusterrole=admin -n <PROJECT>
token_name=`oc get sa jenkins -n <PROJECT> -o template='{{ index (index .secrets 0) "name" }}’`
token=`oc get secret ${token_name} -n <PROJECT> -o template='{{ .data.token }}' | base64 -d`
oc --kubeconfig=/tmp/<SERVICE ACCOUNT>-kubeconfig.yaml \

config set-cluster cluster --server=https://<OpenShift api URL>:6443 --insecure-skip-tls-verify=true
oc --kubeconfig=/tmp/<SERVICE ACCOUNT>-kubeconfig.yaml config set-credentials jenkins --token=${token}
oc --kubeconfig=/tmp/<SERVICE ACCOUNT>-kubeconfig.yaml \

config set-context <SERVICE ACCOUNT>-<PROJECT> --cluster=cluster --user=<SERVICE ACCOUNT> --namespace=<PROJECT>
oc --kubeconfig=/tmp/<SERVICE ACCOUNT>-kubeconfig.yaml config use-context <SERVICE ACCOUNT>-<PROJECT>



Environment Review
The following items were identified to be addressed during a review of the 
OpenShift Container Platform environments:

• openshift-samples operator degraded

• Monitoring stack

• Running on worker nodes

• telemeterClient as disabled

• Visible alarm for telemeterClient

• Dynamic software-defined storage provisioner

• Centralized logging

• Configure requests and limits for CPU and Memory for all the workloads



openshift-samples operator

• The "openshift-samples" cluster operator is degraded because of Internet 
connectivity and the disconnected install performed by IBM Cloud Pak System

• There is a knowledge center article that addresses the issue

• Once this is resolved the cluster indicates that an update is available. It can be 
updated but may not be certified for IBM Cloud Pak System. See the FAQ for details.

https://www.ibm.com/support/knowledgecenter/en/SSZQFR_2.3.2.0/iwd/openshift_gs_4.x.html
https://www.ibm.com/support/knowledgecenter/en/SSZQFR_2.3.2.0/iwd/openshift_faqs_4.x.html


Monitoring Stack

• The monitoring stack includes Prometheus, Grafana, Alertmanager, and Telemetry.

• The IBM Cloud Pak System OpenShift installation opts out of the Telemetry service. 
Details about this configuration are in the Red Hat OpenShift Telemetry documentation

• The following configurations were made to the monitoring operator:

• Disable the telemetry service

• Silence the alarm for the telemetry service

• Configure all the monitoring services to run on the master nodes. Can later be 
moved to dedicated worker nodes if needed.

• This link provides additional details for configuring the monitoring stack

https://docs.openshift.com/container-platform/4.1/telemetry/opting-out-of-telemetry.html
https://docs.openshift.com/container-platform/4.2/monitoring/cluster_monitoring/configuring-the-monitoring-stack.html


Monitoring Stack Configurations
• Configures retention time for Prometheus data to 24 hours
• Configures nodeSelector for master role
• Configures a toleration to allow pods to run on master nodes
• Disables telemeterClient service
• Silence Alert for telemeterClient



Monitoring Stack Configurations
Prometheus console – Grafana



Dynamic software-defined storage

1. Starting point was manual storage provisioning on NFS
• Manual creating Persistent Volumes and Persistent Volume Claims

2. Another option would be to leverage the NFS client provisioner
• Uses your existing and already configured NFS server to support dynamic 

provisioning

3. Red Hat OpenShift Container Storage is recommended
• Based on Red Hat Ceph® Storage
• Provides software-defined block, file and object storage
• Available in the Operator Hub

https://github.com/kubernetes-incubator/external-storage/tree/master/nfs-client


Centralized logging

• Cluster logging operator

• Available in the Operator Hub

• Enables EFK (Elasticsearch, Fluentd, Kibana) cluster logging components:
• logStore – Elasticsearch: This is where the logs will be stored. 

• collection – Fluentd: Collects logs from nodes, formats them, and stores them in the logStore. 

• visualization – Kibana: UI component used to view logs, graphs, charts, and so forth. 

• curation – Curator: Trims logs by age. 

• The EFK stack can be configured to forward the logs to long term storage for any 
customer specific retention requirements

• The curator should be configured to trim the data as needed. 
• If data is forwarded to long term storage a good rule of thumb is to remove logs older than 24 

hours every 4 hours.

https://docs.openshift.com/container-platform/4.2/logging/cluster-logging.html


Centralized logging
• Elasticsearch sizing requirements

• Minimum 3 nodes with 1 CPU, 16GB RAM and 200GB persistent storage

• Persistent storage size depends on many factors



Centralized logging
Visualization - Kibana console



Resource Requests and Limits

Predicates

Priorities

Round
Robin

Kubernetes Scheduler

Follows algorithm to select node

• Predicates are conditions that must be met to
support the pod (e.g., ports, disk conflict, volume 
binding etc.) and returns a binary value (yes or no)

• Priorities filter the remaining nodes providing each
with a score (from 1...10)
• Affinity rules
• Label selectors
• Requests and limits
• Taints and tolerations

• Round robin selection for the remaining nodes with
the top score



• Resource requests give the Kubernetes scheduler 
information to enable it to schedule pods efficiently 
across the available nodes.

Try to make accurate to get more efficient pod 
placement

• Resource limits prevent containers from using more 
resources than they are allowed.

• CPU is specified in millicores, or a fraction of a CPU

100m == 0.1 (CPU)

• Memory is specified in bytes, as an integer or as a 
fixed point integer with the following suffixes: 

E, P, T, G, M, K or Ei, Pi, Ti, Gi, Mi, Ki

128974848 == 129e6 == 129M == 123Mi

64 MiB

250 millicores = ¼ core

Resource Requests and Limits



Nodes and Resource Scheduling
• If there are insufficient resources available for the scheduler to fit a Pod with resource requests, it 

will fail to schedule, and stay in Pending state. Using oc describe pod xxx will show the reason:

FailedScheduling Failed for reason PodExceedsFreeCPU and possibly others

• You can check node capacities and amounts allocatable with the oc describe nodes command:

Total capacity of the node

Amount allocatable for pods (after some is 

reserved for the OS and kubelet etc

Requests/limits for each pod on that node

Total requests/limits for the node



Hitting resource limits 

• If a container attempts to use more 
than the CPU resource limit, its CPU 
usage will be capped

• If a container attempts to use more 
than the memory resource limit it 
will be OOMKilled



Why IBM Cloud Integration Education?
Invest in the skills of your workforce with 3 options:

Cost effective, digital-based 

technical training 

Understanding skill gaps and the 

paths to close those gaps

Develop professional acumen 

Individual and Enterprise Digital Learning 

Subscriptions

Skill Assessments & Augmentation with skill 

roadmap recommendations

Validate your skills with IBM Cloud 

Certification and Digital Credentials

Increased  employee 
productivity

Motivated
employees

Trained 
employees

To learn more, contact us: CloudIntegrationEdu@uk.ibm.com

Faster ROI 

mailto:CloudIntegrationEdu@uk.ibm.com


Why IBM Cloud Integration 
Expert Labs?

Expedite the 
successful 
deployment of 
IBM’s Cloud 
Integration 
Solutions

Through our deep 
technical 
expertise, 
methodology, 
repeatable 
patterns, learning 
services and 
mentoring

Faster time to 
value from your 
IBM 
Cloud 
Integration  
Solutions

Our purpose How we
drive success

How you 
benefit
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