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OpenShift 

Cluster 

Deployment

Day 1

ÅOn-premises converged infrastructure appliancewith built-in compute, 
network and storage resources

ÅIncludes entitlement for Red Hat Enterprise Linux, IBM Spectrum Scale 
and VMware vSphere

ÅAutomatesdeployment of IBM Cloud Paks, Red Hat OpenShift Container 
Platform and IBM Edge using IBM Cloud Pak System accelerators

IBM Cloud Pak System



OpenShift Container Platform Accelerator 
Capabilities and Versions

IBM Cloud 
Pak System 
Firmware 
Version

OpenShift 
Accelerator
Version

OpenShift 
Version

Automation 
for Vertical 
Scaling

Automation 
for Horizontal 
Scaling

Automation 
for OpenShift 
Container 
Storage

Comments

2.3.1.0
Dec 2019

1.0.1.0
Dec 2019

3.11 Yes No No Deprecated in 
IBM CPS 
2.3.3.0

2.3.2.0
Mar 2020

1.0.3.0
Mar 2020

4.2.18 Yes No No -

2.3.2.0
Mar 2020

4.3.1.0
May 2020

4.3.1 Yes No No -

2.3.3.0
Sep 2020

4.4.0.0
Sep 2020

4.4.6 Yes Yes Yes -



OpenShift Container Platform Accelerator
Pre-requisites

ÅIntegration with Red Hat Satellite Server (RHSS) 6
ÅNew RHSS deployed on IBM Cloud Pak System
ÅExisting RHSS reachable over the network from IBM Cloud Pak System

ÅIntegration with Docker Private Registry
ÅNew Docker Private Registry on IBM Cloud Pak System
ÅExisting Docker Private Registry reachable over the network from IBM Cloud Pak System

ÅRed Hat OpenShift Container Platform BYOL binariesfor IBM Cloud Pak System
ÅAvailable from IBM Fix Central and to be imported into IBM Cloud Pak System

ÅRed Hat OpenShift licenses/entitlement
ÅRequired - Red Hat OpenShift Container Platform
ÅOptional - Red Hat OpenShift Container Storage



OpenShift Container Platform Accelerator 
Infrastructure Topology

Helper Node

ÅSupports the automated 
installation and 
deployment of OCP

ÅHas a primary and 
secondary helper for 
High Availability

ÅSupports runtime of OCP 
with an integrated load 
balancer

Bootstrap

(CoreOS) Masters

(CoreOS) 

x 3

Workers

(CoreOS) 

x 2

HelperHelper

(RHEL 7)

Red Hat 

Satellite 

Server

Docker 

Registry 

(OCP 

Images)

OpenShift cluster

Not used after 
deployment 
has completed



OpenShift Container Platform Accelerator
Deployed OpenShift Cluster



IBM Cloud Pak System and Red Hat OpenShift 
References to get started
Å IBM Cloud Pak System blog

https://ibmcloudpaksystem.home.blog/

Å IBM Cloud Pak System blog list
https://www.ibm.com/support/pages/node/6239266

Å Deploying Red Hat OpenShift Container Platform 4.4 on IBM Cloud Pak System
https://developer.ibm.com/recipes/tutorials/deploying-red-hat-openshift-container-platform-4-4-on-ibm-cloud-pak-system/

Å Deploying RedHat OpenShift 4.3 on IBM Cloud Pak System - Step by step tutorial
https://developer.ibm.com/recipes/tutorials/deploying-redhat-openshift-4-3-on-ibm-cloud-pak-system/

Å Deploying Red Hat OpenShift 4 on IBM Cloud Pak System 2.3.2.0 - Step by step tutorial
https://developer.ibm.com/recipes/tutorials/deploying-red-hat-openshift-4-on-ibm-cloud-pak-system-2-3-2-0/

Å Accelerate your Red Hat OpenShift Container Platform deployment with IBM Cloud Pak System - How to easily implement and configure on-premises 
Kubernetes platforms
https://developer.ibm.com/tutorials/accelerate-your-red-hat-openshift-container-platform-deployment-with-ibm-cloud-pak-system/

https://ibmcloudpaksystem.home.blog/
https://www.ibm.com/support/pages/node/6239266
https://developer.ibm.com/recipes/tutorials/deploying-red-hat-openshift-container-platform-4-4-on-ibm-cloud-pak-system/
https://developer.ibm.com/recipes/tutorials/deploying-redhat-openshift-4-3-on-ibm-cloud-pak-system/
https://developer.ibm.com/recipes/tutorials/deploying-red-hat-openshift-4-on-ibm-cloud-pak-system-2-3-2-0/
https://developer.ibm.com/tutorials/accelerate-your-red-hat-openshift-container-platform-deployment-with-ibm-cloud-pak-system/


OpenShift 

Cluster 

Configuration

Day 2

Å Connect OpenShift to LDAP

Å Remove self-provisioner role

Å LDAP Group Sync

Å Create OpenShift groups
o Cluster Admin Group
o Dev groups
Á <namespace>-admins
Á <namespace>-developer

Å Service Accounts

Å Environment Review



ÅFairly straight forward as described in Red Hat OpenShift Documentation

ÅNavigate to Administration ĄCluster Settings ĄGlobal Configuration ĄOAuth

ÅAdd LDAP identity provider

ÅIf not using TLS, enter YAML
tab and set insecureoption
to true

ÅSave configuration

ÅMay need to wait a few minutes for the authentication pods to restart

Setting Value Required

Name openldap Yes

URL
ldap://ldap.acme.com:389/O=ACME.COM?uid?s
ub?(objectClass=*)

Yes

BindDN
uid=OpenShiftAdm,CN=Users,CN=Admin,O=ACM
E.COM

Yes

Bind Password <provided by ACME> Yes

Attribute Value

ID uid Yes

Preferred Username uid

Name cn

Email

Connect OpenShift to LDAP

https://docs.openshift.com/container-platform/4.2/authentication/identity_providers/configuring-ldap-identity-provider.html


Updates/creates 2 configurations in OpenShift 

Connect OpenShift to LDAP



OpenShift Roles
OpenShift includes a set of default cluster roles that you 
can assign to users and groups cluster-wide or locally. 



Remove self-provisioner role

ÅOnce LDAP is configured users are automatically added to OpenShift when they login

ÅLŦ ȅƻǳ ǿŀƴǘ ǘƻ ǊŜǎǘǊƛŎǘ ǘƘŜ ǳǎŜǊΩǎ ŎŀǇŀōƛƭƛǘȅ ǘƻ ōŜ ŀōƭŜ ǘƻ ŎǊŜŀǘŜ ǘƘŜƛǊ ƻǿƴ ǇǊƻƧŜŎǘǎ ǳƴǘƛƭ 
they are granted access by the OpenShift admin this role can be removed

oc adm policy remove - cluster - role - from - group self -

provisioner system:authenticated:oauth

ÅTo re-enable self-provisioning run the following command

oc adm policy add - cluster - role - to - group self - provisioner 

system:authenticated:oauth



LDAP Group Sync
ÅDescribed in detail in the Red Hat OpenShift 

Documentation

ÅEnables some automation to align LDAP
groups with OpenShift groups

ÅWould need to be executed whenever LDAP
groups are updated

ÅNot required

ÅUsers can be added manually to groups by 
a cluster administrator
ocadmgroups add-users qa-cluster-admins <user to add>

https://docs.openshift.com/container-platform/4.2/authentication/ldap-syncing.html


Create OpenShift groups
ÅCluster Admin Group

Å Users added to this group would have cluster adminaccess rights
Å Created with the command: ocadmgroups new <group name>
Å The group name for QA is qa-cluster-adminsand for PROD is prd-cluster-admins
Å Assign cluster-admin role to group: ocadmpolicy add-cluster-role-to-group cluster-admin qa-cluster-admins
Å Assign user to group: ocadmgroups add-users qa-cluster-admins <user to add>

ÅDev groups 
Å 2 developer group types were identified; administrators and developers

Å administrators have admin role at the project level
Å developers have view role at the project level to look at pod status and logs
Å Created with the command: ocadmgroups new <group name>
Å Developer groups names for QA are: qa-common-admins, qa-common-developer, qa-edp-admins, qa-edp-developer

PROD: prd-common-admins, prd-common-developer, prd-edp-admins, prd-edp-developer
Å Assign roles to groups:

Å Assign user to group: 

ocproject common
ocadmpolicy add-role-to-group admin qa-common-admins
ocadmpolicy add-role-to-group view qa-common-developer
ocproject edp
ocadmpolicy add-role-to-group admin qa-edp-admins
ocadmpolicy add-role-to-group view qa-edp-developer

ocadmgroups add-users qa-common-admins <user to add>
ocadmgroups add-users qa-common-admins <user to add>
ocadmgroups add-users qa-common-admins <user to add>
ocadmgroups add-users qa-common-admins <user to add>



Service Accounts for CICD
ÅFor CICD pipelines a service account with adminaccess to the project is generally sufficient

ÅGenerate kubeconfigfor pipelines to use for authentication:

ÅIn the above example the kubeconfigfile would be /tmp/<SERVICE ACCOUNT>-kubeconfig.yaml

ÅTo grant the same service account access to another project:

occreate rolebinding<SERVICE ACCOUNT>-admin --serviceaccount=<PROJECT>:<SERVICE ACCOUNT>--clusterrole=admin -n <NEW PROJECT>

ÅYou can create a service account and kubeconfigfor each project to be consumed by the CICD pipelines. 
Or you can have a single service account and kubeconfigwith access to many projects. 

ÅWhen using a single service account for many projects you need to make sure the pipelines are 
configured to specify a project in any kubectl/occommands.

occreate sa<SERVICE ACCOUNT>-n <PROJECT>
occreate rolebinding<SERVICE ACCOUNT>-admin --serviceaccount=<PROJECT>:<SERVICE ACCOUNT>--clusterrole=admin -n <PROJECT>
token_name= òcget sajenkins-n <PROJECT>-ƻ ǘŜƳǇƭŀǘŜҐϥϑϑ ƛƴŘŜȄ όƛƴŘŜȄ ΦǎŜŎǊŜǘǎ лύ ϦƴŀƳŜϦ ϒϒΩȫ
token=òcget secret ${token_name} -n <PROJECT>-o template='{{ .data.token}}' | base64 -d`
oc--kubeconfig=/tmp/<SERVICE ACCOUNT>-kubeconfig.yaml\

config set-cluster cluster --server=https://<OpenShift apiURL>:6443 --insecure-skip-tls-verify=true
oc--kubeconfig=/tmp/<SERVICE ACCOUNT>-kubeconfig.yamlconfig set-credentials jenkins--token=${token}
oc--kubeconfig=/tmp/<SERVICE ACCOUNT>-kubeconfig.yaml\

config set-context <SERVICE ACCOUNT>-<PROJECT>--cluster=cluster --user=<SERVICE ACCOUNT>--namespace=<PROJECT>
oc--kubeconfig=/tmp/<SERVICE ACCOUNT>-kubeconfig.yamlconfig use-context <SERVICE ACCOUNT>-<PROJECT>



Environment Review
The following items were identified to be addressed during a review of the 
OpenShift Container Platform environments:

Åopenshift-samples operator degraded

ÅMonitoring stack

ÅRunning on worker nodes

ÅtelemeterClientas disabled

ÅVisible alarm for telemeterClient

ÅDynamic software-defined storage provisioner

ÅCentralized logging

ÅConfigure requests and limits for CPU and Memory for all the workloads



openshift-samples operator

ÅThe "openshift-samples" cluster operator is degraded because of Internet 
connectivity and the disconnected install performed by IBM Cloud Pak System

ÅThere is a knowledge centerarticle that addresses the issue

ÅOnce this is resolved the cluster indicates that an update is available. It can be 
updated but may not be certified for IBM Cloud Pak System. See the FAQfor details.

https://www.ibm.com/support/knowledgecenter/en/SSZQFR_2.3.2.0/iwd/openshift_gs_4.x.html
https://www.ibm.com/support/knowledgecenter/en/SSZQFR_2.3.2.0/iwd/openshift_faqs_4.x.html

