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Abstract

Kubernetes (K8s) and Red Hat OpenShift Container Platform (RHOCP) misses the capabilities to allow 
containerized application (in POD) to use cryptographic functions provided by IBM Crypto Express cards on IBM 
Z & LinuxONE.
The presentation describes a new extension to Kubernetes and RHOCP that allows a container running in a POD 
to access a domain of a Crypto Express adapter. The presentation describes how to set up the cluster 
infrastructure, how to configure which crypto resource belongs to which workload, and how software inside the 
container can access the crypto resource. The enablement requires a new component on the compute nodes 
which is called the Kubernetes device plug-in for IBM Crypto Express cards which is now available as a certified 
container image in the Red Hat catalogue.
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Introduction / Motivation

IBM Z and LinuxONE platform is designed for security.

IBM Crypto Express adapters provide

• RSA acceleration designed for high TLS throughput

• FIPS 140-2 level 4 certification

• virtualizable CCA and EP11 HSMs

Goal: allow RHOCP (K8s) containers to use IBM Z crypto resources
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Crypto Express Adapters
Three different firmware loads

– Accelerator mode

– CCA mode -> HSM

– EP11 mode (since CEX4S) -> HSM

Adapter virtualization

– Adapter can be partitioned into domains
of the same mode (separate master keys per domain)

– CEX5S/6S/7S: 

• 85 domains on z13, z14, z15, LinuxONE (II,III) Emperor/LT1

• 40 domains on z14 ZR1, z13s, z15 T2, LinuxONE (II, III) Rockhopper/LT2

– within a system, each adapter domain is addressed by an APQN, a pair of an adapter ID and a domain ID

Adapter management via Support Element (SE) or HMC

– SE: Selection of adapter mode (firmware load)

– HMC: Assignment of adapters and domains to LPARs

• usage domains: targets for crypto operation

• control domains: targets for management operations (e.g., master key management)

HSM0

HSM10

HSM1 HSM2 HSM3 HSM9

HSM12 HSM12 HSM13 HSM19

HSM84

…

…

…

crypto adapter domain 

or AP queue with a 

master key of its own

=> 

virtual HSM



The Linux on Z and LinuxONE crypto stack
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The Linux on Z and LinuxONE crypto stack
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compute node
compute node

Red Hat OpenShift Container Platform (RHOCP)
http://public.dhe.ibm.com/software/dw/linux390/docu/RHOCP-reference-architecture.pdf

A cluster framework to 
deploy workloads as 
containers

• high  availability

• flexible deployment

• based on Kubernetes 
(K8s) technology

nodes

• control planes aka 
management nodes

• compute nodes run actual 
workload

• node OS: RHEL CoreOS

• pod: set of containers 
implementing a workload
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Sample production environment across two Z/LinuxONE servers
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IBM Z and LinuxONE Crypto HW Support

Usage of CPACF  (by kernel crypto, openSSL, IBM Java 8 JCE, Go, ...) transparent in 

• control plane

• compute node components

• containers running in compute nodes

Usage of Crypto Express adapters 

• not supported by Kubernetes

• requires platform specific enablement

• here: Release 1.0 of this enablement
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Sample production environment across two Z/LinuxONE servers
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Configuring CEX adapters for Kubernetes clusters

Crypto Express cards must be plugged into IBM Z or LinuxONE hardware hosting compute nodes

– The mode of each crypto module (adapter) must be configured on the SE

An LPAR running a hypervisor (KVM or z/VM)

– must be assigned a list of adapters and a list of domains on the HMC

– this determines the APQNs available to the compute nodes

Each (KVM or z/VM) guest running a compute node

– must be assigned a list of passthrough (aka dedicated) adapters and a list of domains

• z/VM guests: in user directory

• KVM guests: by assigning a mdev device with adapters and domains assigned

– this determines the APQNs available to the compute nodes

© 2022 IBM Corporation 12



Managing CEX resources
• Management task:

• defining administrators of adapter domains (take ownership of 
adapter domain)

• setting master keys in adapter domains

• Performed using the TKE
• to manage CEX adapters on a system the TKE must connect to a 

crypto management server on that system

• Crypto management server
• must run a TKE daemon (CCA: catcher,  EP11: ep11TKEd) 

• must be reachable by TKE via TCP/IP,  using specific ports

• must have access to one APQN for each CEX adapter to be 
managed

• must have control domain access to each domain to be managed

• a crypto management server can run in an LPAR or guest outside of 
RHOCP cluster

• For example, Linux on Z in LPAR, KVM host, z/OS

© 2022 IBM Corporation 13
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Using CEX resources in K8s orchestrated containers

A CEX resource is a single domain within a CEX adapter

CEX resources are identified by their host, and their 
APQN (the pair of an adapter ID and a domain ID)

• have additional attributes like adapter mode (accel, CCA, 
EP11), or CEX generation (CEX5S, CEX6S, CEX7S)

Equivalent CEX resources can be configured to belong to 
a crypto config set

In version 1.0 

• each container can be assigned a single resource from 
a specific crypto config set

• Note: a pod comprising multiple containers can use 
multiple CEX resources: one by each of its containers

• a crypto resource can be assigned to n ≥ 1 containers if the 
APQN overcommit limit n is configured in the deployment

© 2022 IBM Corporation

container

CEX resource

crypto 
config set



Sharing CEX Resources

The cluster environment variable APQN_OVERCOMMIT_LIMIT 
determines how many containers may access (and thus share) a 
single CEX resource.

By default, APQN_OVERCOMMIT_LIMIT is set to 1.

© 2022 IBM Corporation
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Crypto config sets
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The crypto config sets are defined in a config map.

V 1.0: each config set comprises

– set name

– project

– optional: a CEX mode

– optional: a minimal CEX generation

• z.B. mincexgen:  “cex6”

– a list of APQNs (+ optional machine IDs)

At any point in time a CEX resource must only be a 
member of a single crypto config set

– V1.0: no two crypto config sets may have the 
same APQN in their APQN list

The config map defining the crypto config sets can 
be changed at any time.

apiVersion: v1 

kind: ConfigMap

metadata: 

name: cex-resources-config

namespace: kube-system 

data: 

cex_resources.json: | 

{ 

"cryptoconfigsets": 

[ 

{ 

"setname": "CCA_for_customer_1", 

"project": "customer-1", 

"cexmode": "cca", 

"apqns": 

[ 

{ 

"adapter": 1, 

"domain": 6, 

"machineid": "" 

}, 

{ 

"adapter": 2, 

"domain": 6, 

"machineid": "" 

},

... 

] 

}, 

... 



How can your containerized application take advantage of CEX resources?

Container deployment can request a CEX resource from a crypto config set with a resources 
statement:

... 
spec: 
containers: 
- image ... 
... 
resources: 
limits: 

cex.s390.ibm.com/red_cex_config_set: 1 
...

• At container start a compute node will be determined that has a free CEX resource from the 
specified crypto config set and the container will be assigned one of the CEX resources from the 
crypto config set.

• The CEX resource is chosen according to the config map valid at container start time.
• Later changes to the crypto config map do not affect running containers with CEX resources.
• When a container stops, its CEX resource is released.

Resource type CEX 
resource

Name of
crypto config set

Must be 1 – only one 
CEX resource per 
container allowed
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What do CEX resources within a container look like?

Device node: /dev/z90crypt

• Accessible

• Permits access to the assigned APQN only

Directories: /sys/bus/ap and /sys/devices/ap

• available read-only in container

• usable by lszcrypt (and chzcrypt)

• static: show status at container start time

• restricted to APQN assigned to container

• counters and load attributes are set to 0

© 2022 IBM Corporation
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Kubernetes components for CEX support
-- infrastructure for CEX support ---
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Kubernetes components for CEX support
-- assign CEX resources to config maps ---
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Kubernetes components for CEX support
-- provide resources for a green container --
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Kubernetes components for CEX support
-- start green container --
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Kubernetes components for CEX support
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The CEX device plug-in
• A privileged container (daemon set) running on each compute node.
• Communicates with the kubelet.
• Accesses current config map and detects CEX resources available on each 

compute node.
• When starting a new container with CEX resources from a crypto config set

• detects appropriate CEX resources available on the node
• generates a crypto device node to access this crypto resource (zcryptctl) to be accessed 

by new container
• generates a shadow sys file system to be mounted into new container
• assigns the CEX resource via kubelet device plugin API to the container

• After container termination, frees device nodes and shadow sys file systems 
no longer needed.
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Restriction on project-based access control

Only containers belonging to a project that is specified in the project attribute of 
the crypto config set shall access CEX resources from that crypto config set.

• Restriction in version 1.0 
• The CEX plug-in does not enforce that the project attribute of the crypto config set 

matches the project of the container to which a CEX resource shall be assigned.

• The CEX plug-in detects a mismatch of the project attribute of the crypto config set, and 
the project of a running container and logs such mismatches.

• Mitigation
• For each project, set the quota for a crypto config set to zero unless the project is 

specified in  the config set.

• There is a script to support the generation of quotas for new projects.
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What needs to be considered for using the CEX device plug-in?

Planning your RHOCP environment

▪ Assign CEX adapters and domains to compute nodes (LPAR and hypervisor level).

▪ Run at least one crypto management server connected with the TKE on each system.

− The crypto management servers must have access to all control domains for which the 
associated usage domains shall be used by the RHOCP cluster

− The crypto management servers must have access to all adapters (and one usage domain) which 
shall be used by the RHOCP cluster.

▪ Ensure equally configured APQNs are distributed over multiple nodes to enable flexible container 
placement, workload migration, and high availability.

▪ Define a config map with crypto config sets

− grouping equally configured APQNs into the same crypto config sets.

▪ Define containers requesting CEX resources from crypto config sets.
© 2022 IBM Corporation



How to get started with the CEX device plug-in?

Identify your CEX resources and create crypto config sets

• Define your crypto config sets and create the my-cex-resource-config.yaml

• Create the config map, for example, with
kubectl create -f my-cex-resource-config.yaml

Install the K8s device plug-in for IBM Crypto Express

• Download deploy_cex_plugin_daemonset.yaml from GitHub or create your own

• Modify the yaml file to use community (default) or RH certified container image for RHOCP

• Install the device plug-in with
kubectl create -f deploy_cex_plugin_daemonset.yaml

• Verify the installation, for example, with kubectl get pods -n kube-system

© 2022 IBM Corporation
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Custom workloads 
using HSM based 
crypto libraries

fincanial SW using CCA 
host library

SW with PKCS #11 APIs 
(-> openCryptoki)

Blockchain SW using 
grep11

Use cases

Kernel-based crypto

cryptography cannot be 
HSM-protected  in a way 
that is specific for each 
container.

• e.g., dm-crypt, IPSec

Protected keys are valid 
in all containers running 
inside the same node.

HSM protection of most 
valuable keys for SW 
with PKCS #11 plugin

protect master key of 
key repository with HSM

– e.g., GKLM, Postgres

Protect signing key of 
TLS server

• e.g., Apache

Acceleration of RSA

SW using openSSL + 
ibmca engine

• e.g., Apache, 
OpenSSH

Java SW using 
IBMPKCS11Impl + 
openCryptoki w/ 
icatoken

• e.g., IBM WAS
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Release, Support, References

References

• Sources
https://github.com/ibm-
s390-cloud/k8s-cex-dev-
plugin

• Documentation
https://github.com/ibm-
s390-cloud/k8s-cex-dev-
plugin/docs/docu.md

https://www.ibm.com/docs/e
n/linux-on-
systems?topic=openshift-
kubernetes-crypto-plug-in

Support

• Support of community container 
images via Github Issues and Pull 
Requests

• Support for the Red Hat certified 
container by opening a ticket with 
Red Hat (typical support flow for 
Red Hat certified containers)

Release

• Community container images 
are published on quay.io

• quay.io/ibm/ibm-cex-
plugin-cm:v1.0.0 

• Certified image in the RH 
catalog for use with RHOCP

• IBM CEX Device Plugin CM
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Call to action!
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Please provide feed back
• What works well?
• What is missing?
• Which requirements are not fulfilled?

Let us know
• What kind of crypto workload do you 

want to bring to RHOCP?
• Are you interested in a Design Thinking 

Workshop for crypto usage in RHOCP?

Speak up or send an e-mail to 

Reinhard Bündgen buendgen@de.ibm.com

Hendrik Brückner brueckner@de.ibm.com



Questions?

© 2022 IBM Corporation 32


