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Abstract: IBM Cloud Pak for Integration continues to
deliver new enhancements that help your enterprise
address pressing business challenges. This session will
cover how the latest release of CP4l helps you accelerate
your integrations while reducing costs and give you a
technical introduction to operators. Join us as our
experts explain how operators simplify the deployment
and management of running CP4l on Kubernetes, and
learn how operators can help you start to exploit the
power of OpenShift for automated deployment and
operation activities to make your CI/CD pipeline goals a
reality.
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Concept Of A Cloud Pak

IBM containerized software
Complete yet simple

Integrated Software based on common use cases e.g.
APIs, Security, App flows, Messaging and Events, Files

IBM certified

Container platform
and operational services OpenShift

Logging, monitoring, security,
identity access management

RedHat

Run anywhere
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IBMCIoud Google Cloud Edge Private Systems
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IBM Cloud Pak for Integration

Client and Partner Applications

Unified User Experience

L ® © o

API Lifecycle Application & Enterprise Event High Speed Data
Management Data Integration Messaging Streaming Transfer

Asset Sharing

Secure Gateway

IBM containerized software

Container platform and operational services
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Cloud Hybrid On-premises
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Cloud Pak for Integration
Version Updates:

2020.2.1.1

Broadest integration capabilities
Unified experience, operational efficiency & reuse

Deploy where needed

Container-based architecture with common
enterprise services

Enterprise-grade

Secure, scalable, resilient
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API Lifecycle

IBM API Connect
Unlock business data
and assets as APIs

10.0.0.0

Application Integration
IBM App Connect
Connect your cloud and
on-prem applications

11.0.0.9

Enterprise Messaging
IBM MQ

Deliver messages
reliably with enterprise-
grade messaging

9.2.0

Lo
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Event Streaming

IBM Event Streams
Delivers real-time Kafka
event interaction

10.0.0

High Speed Data
Transfer

IBM Aspera

Super fast & secure data
transport across any
cloud

3.9.6

Secure Gateway

IBM DataPower
Gateway

Control access to vital
resources wherever they
are

10.0.0.0



Released 26t June 2020

Cloud Native Deployment Automation
Operator support for all components

v" An Operator is a method of packaging, deploying and managing a Operators significantly simplify deployment and
Kubernetes-native application management of CP4l on OpenShift through:

v Repeatability of installation and upgrade

v' Constant health checks of every system
component

v" Operators reduce the skills required to run software in Kubernetes

v Replaces Helm and makes Software Kubernetes Native — behaves
as if it were part of Kubernetes

v' Seamlessly use the integration capabilities of CP4l with RedHat
OpenShift Container Platform

v" Provides improved interoperability with CP4MCM & CP4Apps I
v" Multi-cluster orchestration of CP4l operators
Embed ops Operator v1.1.2 Deployments
v Event Streams operator deployment extends the Open Source knowledge from the StatefulSets
Strimzi project at Cloud Native Computing Foundation SR SulgEcRoES

Secrets
Config maps
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CP4l Operators — Installation and update
An ‘AppStore’ like experience for enterprise software

* Install CP4l directly from Openshift OperatorHub Catalog

* Modular and componentised — Install only what you need on a cluster

* Updates, fixpaks and patches delivered

automatically
* No need for fix-central & am
Passport Advantage

* Air-gap install capability for clusters
without internet connectivity.

\ \
2o 73
Clowd Provider 1BM API Connect IBM Cloud Pak for Integration 1BM Cloud Pak for Integration

Asset Repository

install the IBM Cloud Pak for
integration. Provides 2 repository to quickly

store, mas

* Installation and upgrade managed by -
Operator - Ry Hls &

Operations Dashboard Platform Navigator

Security Apurpose-buil y and

Storag Provides a Ul to deploy and integration platform for mabile,

Stresning & Messegig manage new instances of the web, AP|, SOA, B28 and cloud...
Cloud Pak components.

* Restricted Security Context — Cloud Pak
runs with Restricted SCC .
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“Baking vs Frying”

TechCon 2020 / © 2020 IBM Corporation 9



“Baking vs Frying”
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Container Image Repository

Immutability==Consistency 4

ACE Vv11.0.0.8 ACE V11.0.0.8
FlowB V1

Do you deploy an App Connect
container and then deploy flows at
runtime?

Or build a container with all of the ACE V11.0.0.8 ACE V11.0.0.8
flows ready-built into it? FlowA V1 FlowB V1

Runtime

Which makes DEV look
more Ilke PROD‘P FlowA V1 FlowA V2 FlowB V1

Which is simpler to deploy?

Integration / .bar Repaository
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“Baking” App Connect Images is not that hard . .

a +- @

O Search or jump to... Pull requests Issues Marketplace Explore

Learn Git and GitHub without any code!

Using the Hello World guide, you'll start a branch, write comments, and open a pull request.

Read the guide

% andygblue / cp4di-deployment-samples ®Watch ~ 0 Yrstar 0 Y Fork M

forked from IBM/cp4i-deployment-samples

<> Code Pull requests Actions Projects Wiki Security Insights Settings

¥ master ~ cpdi-deployment-samples / DrivewayDentDeletion / ace-acme / Dockerfile Go to file

“a DanRoseus Use correct base image for ACE Latest commit 49b651c on 17 Jun D) History
A1 contributor

3 lines (3 sloc) 133 Bytes Raw Blame J 2 0

FROM cp.icr.io/cp/icpdi/ace/ibm-ace-mqclient-server-prod:11.0.0.8-r1-and64
COPY Acme.bar /home/aceuser/bars/
RUN ace_compile_bars.sh

3 lines (3 sloc) 133 Bytes

N 0000 FROM cp.icr.iofcpficpdi/face/ibm-ace-mgclient-server-prod:11.8.8.8-rl-amd64
COPY Acme.bar /home/aceuser/bars/
RUN ace_compile_bars.sh
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What about deployment consistency and automation?

=)  Tracing Data

API Connect
== App Connect Quotes DB
e
OD Tracing
Logging -~ MQ L, P
Monitoring

\»T.{\

App Connect App Connect B App Connect




RedHat

Explore

Events
Operators
Workloads
Networking
Storage
Builds

Pipelines
Pipelines
Pipeline Runs
Pipeline Resources
Tasks
Task Runs

Cluster Tasks

Monitoring

Compute

User Management

OpenShift Container Platform

Project: all projects

Pipeline Runs

-

|IAM#andy.garratt@uk.ibm.com ~

/
1 Complete 0 JK ed Select All Filters 1ltem
Name Mamespace Task Status Started | Duration Status
@ main-pipelinerun-xrgmv @ driveway-dent ] @ Jun 25, 8:57 am 8m 3s ® Succeeded :
deletion
14



Explore

Events
Operators
Workloads
Networking
Storage
Builds

Pipelines
Pipelines
Pipeline Runs
Pipeline Resources
Tasks
Task Runs

Cluster Tasks

Monitoring

Compute

User Management

RedHat
OpenShift Container Platform

Project: all projects

Pipeline Runs

-

BN 2020.1.1 (March)

/
1 Complete 0 JK ed Select All Filters 1ltem
Name Mamespace Task Status Started | Duration Status
@ main-pipelinerun-xrgmv @ driveway-dent ] @ Jun 25, 8:57 am 8m 3s ® Succeeded :
deletion
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RedHat

Explore

Events
Operators
Workloads
Networking
Storage
Builds

Pipelines
Pipelines
Pipeline Runs
Pipeline Resources
Tasks
Task Runs

Cluster Tasks

Monitoring

Compute

User Management

OpenShift Container Platform

Project: all projects

Pipeline Runs

-

2020.2.1 (June)

/
1 Complete O/R Failec 0 | Cancelled Select All Filters 1ltem
Name Mamespace Task Status Started | Duration Status
@ main-pipelinerun-xrgrv @drivewa}r dent ] @ Jun 25, 8:57 am Bm 3s @ Succeeded :
deletion
2020.1.1 (March) = OpenShift 4.3
2020.2.1 (June) = OpenShift 4.4+
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RedHat

—

—

—
sl oL
Secrets

Config Maps

Cron Jobs

Jobs

Daemon Sets

Replica Sets
Replication Controllers

Herizontal Pod Autoscalers

Networking

Storage

Builds

Pipelines
Pipelines
Pipeline Runs
Pipeline Resources
Tasks

Task Runs

Openshift Container Platform

Project: driveway-dent-deletion

Tasks

Name

@ build
@ build
@ build
@ build
@ build
@ helm
@ helm
@ helm
@ helm
@ helm

1

push

push

push

push

push

deploy-task-ace-acme

deploy-task-ace-api

deploy-task-ace-bernie

deploy-task-ace-chris

ace-acme-docker-image

ace-api-docker-image

ace-bernie-docker-image

ace-chris-docker-image

mg-docker-image

deploy-task-mqg

Namespace

@driveway dent-deletion
@driveway dent-deletion
@driveway dent-deletion
@driveway dent-deletion
@driveway dent-deletion
@driveway dent-deletion
@driveway dent-deletion
@driveway dent-deletion
@driveway dent-deletion

@driveway dent-deletion

17



RedHat
OpenShift Container Platform

Explore

Events

Operators

Workloads

Networking

Storage

Builds

Pipelines
Pipelines
Pipeline Runs
Pipeline Resources
Tasks
Task Runs

Cluster Tasks

Monitoring

Compute

User Management

Projec

Pipeline

main-pipelinerun-Xrgmv @ succeeded

[ +] (2] |IAM#andy.garratt@uk.ibm.com ~

t: driveway-dent-deletion =

Runs » Pipeline Run Details

Overview YAML  Logs

Pipel

ine Run Overview

-

~

@ ace-api-build @ mg-helm-d.. @ ace-chris-h.. @ ace-bemie-.. @ ace-acme-h.. @) ace-api-hel..
@ ace-acme-b..
@ ace-bemie-...
@ ace—chris-b..
@& mg-build
\ /
Mame
main-pipelinerun-xrgmv

Namespace
@driveway dent-deletion

Labels

Actions

18



& IBM / cpdi-deployment-samples

<> Code

TechCon 2020 / © 2

(1) Issues

¥ master ~

e James-Kirk Merge pull request #31 from IBM/zero-downtime ...

9 0 D D D OB R EREEBEEREETR

ace-acme
ace-api

ace-bernie

ace-chris

ace-sre

media

mq
cicd-webhook-triggers.yaml
continuous-load.sh
preregs.sh

readme.md

repositories.yaml

i RipSlne-seriptsh

i1 Pull requests 3

(*) Actions

cpdi-deployment-samples / DrivewayDentDeletion /

[0 wiki ) Security |~ Insights

& Watch ~

10

Go to file

Check out github for

Y7 Star 0

Add file ~

samples for this (WIP) — the

‘Car Crash’ demo is on
public git too

Revert to V1 of the bars
Updating with dan's corrected api bar
Revert to V1 of the bars

Revert to V1 of the bars

Add the ACE source

Improve Driveway Dent Deletion readme

Update to latest bars and fix mq dockerfile

Use 1 replica for ace-api until fixed to work with >1
Updating param docs with defaults

Remove echo

Update readme with webhook type

Fix helm installs to use old helm

Add pipeline files: https://github.ibm.com/cpdificpdi-sagan/issues/775

16 days ago
16 days ago
15 days ago
29 days ago

last month
15 days ago
16 days ago
24 days ago
24 days ago

last month

last month

% Fork
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RedHat

Replica Sets
Replication Controllers

Horizontal Pod Autoscalers

Metworking

Storage
Persistent Volumes
Persistent Volume Claims

Storage Classes

Builds

Build Configs

Builds

Image Streams

OpenShift Container Platform

Project: ace =

ﬁmage Streams \

Mame T

@ace ddd-acme /

@ace ddd-api

@ace ddd-bernie

@ace ddd-chris

- /

MNamespace

@ oce
@ oce
@ oce
@ oce
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Red Hat

Jobs

Daemon Sets

Replica Sets
Replication Controllers

Horizontal Pod Autoscalers

Networking

Storage
Persistent Volumes
Persistent Vielume Claims

Storage Classes

Builds
Build Configs

Builds

Image Streams

OpenShift Container Platform

Project: ace =~

Image Streams » Image Stream Details

(® ace-ddd-acme

Overview  YAML  History

Jun 25, 9:04 am

(5 ace-ddd-acme:latest-amd64

from image-registry.openshift-image-reqgistry.sve:S000/ace/ace-ddd-acme

sha256:95bd37b893321e3d24fd1f3c4a7443e5d3319eb39d64af930273d1c1bb05688a
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Thank you

Andy Garratt
Offering Manager, IBM Cloud Pak for Integration

andyg@uk.ibm.com

https://www.ibm.com/cloud/cloud-pak-for-integration
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