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Automate Intelligent Cloud Operations

AI drives intelligence into DevSecOps

Manage Hybrid Applications 

Unified management across deployments and clouds

Modernize Infrastructure 

From traditional environments to Cloud Native readiness
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Organizations are Modernizing 
their approach to Hybrid Cloud Management

Hybrid Management Platform – Cloud Pak for Multicloud Management

Organizations report fixing 
incidents up to 50% faster 

with AIOps

70% of enterprises will 
deploy management tools to 

integrate clouds

Right now, 500 Million new 
logical apps are being 
created, equal to the 

number built over the past 
40 years



IBM Cloud Pak for Multicloud Management
Applications, Security, Data, Operational Services

Kubernetes  Environments 
( OpenShift , IKS, AKS, GKE, EKS)

Cloud Native Workloads

Virtual Environments
OpenStack, RHEV, VMware, 

Traditional  Workloads

AIOps,  Machine Learning, 
ChatOps, Incident 

Management, Advanced 
Topology, Anomaly detection, 

Pattern Identification
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Extensive Ecosystem Expands Capabilities
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Single Control 
Plane for apps and 

infra

Automate with 
business AI/ML

Security & 
Compliance 

Management

Visibility of entire 
Hybrid-

environments;  
VMs, Containers, 
Public Clouds, on-

prem, etc. 

Connect IT 
operations team 

with Business KPIs. 
Leveraging AIOps, 
ChatOps and full 

AI/ML Automation

Enforce and manage 
security and 

compliance at scale 
across all 

environments
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Automated 
Scaling

Deploy and 
Move Apps 

Across Clouds

Enforce Key 
Compliance 

Criteria

Single Source of 
Truth

Reduced 
Provisioning 

Time

Single control 
plane for 

Management

Automated 
Policy 

Enforcement

Continuous 
delivery across 

hybrid env.

AIOps
Automation

Open 
Pluggable 

Core

Automated 
Remediation

Optimize App 
performance

Sec Dev

Ops

Cloud Pak 
for Multicloud 
Management

Cloud Pak for Multicloud Management + Application Resource Management

IBM Cloud Pak for Multicloud Management with Turbonomic Application 
Resource Management (ARM) capability is the only enterprise-ready, 
containerized software management solution.  

This solution ensures applications get the resources needed to deliver on 
their service level agreement while maintaining compliance to business 
policies in a cost-effective manner.

• Prevent resource congestion and noisy neighbor impacts by automatic 
pod rescheduling to assure performance

• Meet dynamic application demands by continuously scaling with 
intelligent clusters meeting resource needs while maintaining cost 
controls.

• Enable a single control plane (single trusted source) to accelerate time 
to market by unifying AppOps, DevOps, SecOps, and ITOps with full-
stack insight, control and automation, freeing up critical resources to 
solve your business’s hardest problems.

by



Extending CP4MCM and OpenShift to Automate Performance

Appl i c at io n & 
Inf rastruc t ure  

Monitor ing

PrivateCloud IBM PublicCloud Microsoft Azure GoogleCloudAWSOn-premises Edge

Event  Management  & 
Remediat io n Chargeback Backup & Avai la b i l i ty

Ans ib le  Automat io n

Appl i c at io n L i fecycle  Management Cloud Workloa d Protect ion & Complia n ce

Container  Environ me nt  Management VM Environ me nt  Management

IBM Cloud Pak for Multicloud Management
Applications, Security, Data, Operational Services

Cloud native container platform and operationalservices
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Application metrics for smarter 
resourcing decisions

Application Resource Management 
(ARM) extends MCM core capabilities

Simultaneously assure application 
performance and compliance while 

maximizing utilization
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Agenda What is IBM ARM and what problem does it solve?



The Application Stack: Driven by Ever-Changing Demand:

Causes Congestion (here)



The Result:



Congestion



Manual Tools
Cannot Scale



Overprovisioning
…is far too costly





Application Supply Chain Application Utilization
Visibility of response time (ms) and transactions (per second)  
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Application Resource Management

Application

Application Performance Monitoring

Container Scheduler

Containers/Pods

Virtual Mgmt

Virtualization

AWS

Azure
Network

Storage

Host / Compute

Infrastructure

Cloud Mgmt

App Mgmt

PaaS/

Container

Mgmt

Hybrid Cloud

Mgmt

Infrastructure

Supply

SDDC

Infrastructure

Supply

SDDC

Hybrid Cloud

Mgmt

PaaS/

Container

Mgmt

App Mgmt



The Technology Landscape
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Demand-Driven Control 

=
Application-Aware Control



The Technology Ecosystem

Custom 

Integration

The Technology 

Ecosystem

Infrastructure-

as-Code

Application 

Performance 

Management

Cloud Migration

/ DR

Configuration 

Management / 

Orchestration

Self-Service / 

CMDB
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Agenda IBM ARM for Cloud Native Workloads

IBMsales@turbonomic.com
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Making the Complex Simple
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The right resource decisions for every layer of the stack.

1

2

3

SIZING: How 

should you size 

containers?

PLACEMENT: When do you 

need to reschedule (move) 

pods? To which nodes?

SCALING: When do you 

need to scale out (or back) 

the service? Or the cluster? 

By how much? 

ARM
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Thank you!

Image source: www.pexel.com
Icons source: www.flaticon.com/ 
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App Owner: Service Scaling to Meet SLOs

Understand 

Resource and SLO 

Performance (OCP 

Service Mesh)

Service -> Cnt/Pods  

-> Nodes

Context, Actions

Actions to Scale 

Services based on 

SLO
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App Owner & DevOps: Unlock Fragmented Resources and 
Performance Risks

Proactive Resize Up 

to Prevent Failures 

and Bad User 

Experience

Reclaim unused 

Requests based on 

History
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Dev Ops: Manage Node Resources for Service Performance 
& Cluster Efficiency

Automated 

Continuous Pod 

Placement Decisions

Cluster Scaling 

Decisions without 

Thresholds

Understand 

Utilization vs 

Allocation
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DevOps Cluster and Service Health: Actions, Data with Context

Cluster Utilization 

and Details

Application / Service 

Actions

Actions for Cluster 

Health

Service Health and 

Risk
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Application Resource Management

Operations

SREs

DevOps

AppDev More time coding. Ex. No need to set HPA/VPA 

policies or best-guess container sizing.

Continuous performance across the 

CI/CD pipeline. 

End alerts, get your life back. Turbo 

assures performance & availability 24/7.

Demystify container platforms alongside 

cloud and legacy platforms. 

Any upstream K8s.

Any cloud or infrastructure.
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-> Full Stack & Multicloud


