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IIUG Virtual event 
October 5 - 7, 2021 

• Three half days of hour-log technical sessions, keynotes, and 
tutorials 

• NEW v.14.10 badge exam will be available as part of your paid 
registration 

• Registration information coming soon 
• Watch for more information on iiug.org, the IIUG Insider, IIUG email 

and the IBM Community site
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v.2

IBM INFORMIX V.14.10.XC6 - 
INFORMIX HQ 1.5.0
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Agenda
• Changes to start and stop script functionality  

• Test connection 

• Schema Manager enhancements 

• ISAM error reporting 

• Incident reporting and other enhancements
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Changes to the start 
and stop script
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Changes to the start and stop script
• Starting with IHQ 1.2.0, a shell script that makes starting, stopping and managing server 

and agent services was introduced 
• With 1.4.0, there have been numerous changes to the functionality 

• First, in addition to a Windows and c shell (most Unixs/Linuxs) script there is now a Korn shell version 
of the script for AIX
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Changes to the start and stop script
• Using the help option displays the new format for the command options 

• All the parameters are now lower rather than mixed case 
• The ability to “name” a process for identification within a listing has been removed because AIX 

doesn’t support process naming 
• For example in 1.2.0  . . . startServer i_svr_1 encod. . . . . . .  
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Changes to the start and stop script
• Using the help option displays the new format for the command options 

• You can rename the jar and properties files and pass those new file names to the script with the 
jarfile and propfile parameters 
• Note - the jar file name must still contain informixhq in it and have a .jar suffix
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Changes to the start and stop script
• Using the help option displays the new format for the command options 

• The properties file no longer must have a .properties suffix to it  
• For example, in 1.2.0 for multiple agents you had to name the files informixhq-
agent-1.properties, informixhq-agent-2.properties etc., now you can name them 
agent.properties_1, agent.prop_2 or what ever you want 

• The property file name is returned in the list output as illustrated next to distinguish services to stop
11
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Changes to the start and stop script
• Using the help option displays the new format for the command options 

• There is a list option that displays the active IHQ processes on the server with its configuration file
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Changes to the start and stop script
• Using the help option displays the new format for the command options 

• The default locale encoding is still utf-8 which might or might not work for your instance 
environments 
• If it doesn’t, make sure to include the encoding=xxxxxx clause in your start commands
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Changes to the start and stop script
• One quick note on starting the IHQ server and agent(s) 

• An XML configuration file (server.log4j.xml) should (but doesn’t necessarily have to) exist in the 
HQ directory 

• If it does, the startup messages displayed earlier appear when starting IHQ processes 

• If the file is moved, deleted, renamed so it’s not “available”, some logging messages will appear 
when starting services 
• This indicates the configured file is missing 
• The services will start correctly and function properly
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Changes to the start and stop script
• The stop process has been changed and improved as well 

• A processID and not a service name is used 
• The script now checks to make sure the processID is actually an IHQ process and aborts if it isn’t 

• Attempting to stop an incorrect processID produces this error

15



© 2021 IBM Corporation

IBM Software

Changes to the start and stop script
• Otherwise, when the correct processID is used, the IHQ service (agent or server) is 

stopped
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Test connection and agent 
connection properties
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Test connection, agent connection properties
• Several enhancements have been made to defining and 

operating instance connections 
• First is the ability to test the validity of the instance definition as well 

as the monitor and administration credentials 
• After entering instance connection information, a Test Connection 

button becomes active
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Test connection, agent connection properties
• If you enter incorrect server or port information, an error is returned 

• If you make a mistake with either the monitor or administration credentials, the error 
indicates which ID has the problem
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Test connection, agent connection properties
• If everything is properly configured, a successful connection message is returned and you 

can add the instance to the group
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Test connection, agent connection properties
• The ability to define specific connection properties for both the server and agent processes 

has existed for quite a while 
• In IHQ 1.5.0, the agent property configuration has moved to the Agent setup page 

• You can use the same properties as the server or modify them as needed for that specific 
instance agent 
• When unchecked, the server properties are copied to the agent and are available for modification
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Test connection, agent connection properties
• Similarly, if the IHQ repository database is located in a remote instance, you can specify 

connection properties for that instance / database  
• When unchecked, the existing properties are copied to the agent and are available for modification
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Test connection, agent connection properties
• Using this option, you can 

• Specify different communication encryption keystore paths if necessary 
• Define other parameters as needed
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Schema Manager enhancements
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Schema manager
• With IHQ 1.2.0, there was a significant overhaul of the IHQ Schema Manger component 

• A lot of new and very useful functionality was added 

• In IHQ 1.5.0, there are new cosmetic and functional enhancements
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Schema manager
• For example, selecting a database within Schema Manager used to display information in a 

columnar format requiring you to scroll up and down the window to find information 
• Now the information is readily available in a tabular format
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Schema manager
• A new Create Table option is now available from the switch by the database dropdown  

• It is both intelligent and fully featured 
• Intelligent — you can go back to make changes preserving other configured values rather than having 

to cancel and restart 
• Fully featured — it provides options for almost any table configuration you need
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Schema manager
• As the creation process occurs, hovering over a field displays basic documentation for that 

field 

• You can create standard, raw or externally stored tables 
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Schema manager
• When adding columns, almost any data type can be selected including JSON/BSON 

• You can also enforce a check constraint on values as well as null / not null
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Schema manager
• Once all the columns are added, the next screen provides the ability to add primary, unique 

or foreign key constraints 
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Schema manager
• Clicking the Advanced Table 

Options button allows you to specify 
extent sizing, update statistics 
parameters, table lock mode, index 
storage configuration and other 
options
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Schema manager
• At almost every step, you can select an option to see the raw creation statement to verify the 

table creation statement based on choices made 
• You can either create the table or move back to make changes then create 

• If you move back, your selections are saved, you don’t have to restart again
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Schema manager
• There is field level verification at each step of the process instead of at the end to identify 

errors early and quickly 
• For example, the my_test_tab table was created, I get a field-level verification error if I attempt to 

create another table with the same name
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Schema manager
• There is now a Drop table option as well
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ISAM error reporting
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ISAM error reporting
• As illustrated briefly earlier in the presentation, the Add Connection Property button can 

append parameters that affect how IHQ operates 
• One of this is whether or not ISAM errors are returned when executing SQL operations through the SQL 

Editor

39

• For example, the my_test_tab table 
exists in the my_stores database 
• I try to select from it but am connected 

to the incorrect database 
• The query fails as expected with basic error 

information returned
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ISAM error reporting
• To include the ISAM error, add the APPENDISAM = true property to the instance 

connection, click Save, then re-execute the query 

• Granted, this is a basic query but more complicated operations will benefit from the additional information
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Incident reporting 
and other enhancements
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Incident reporting and other features
• The Incidents menu option has been enhanced as well 

• You can filter by instance 
• You can filter by date and time range 
• Incident results are collated into well defined page ranges enabling easier access to sub-sets of data 
• You can acknowledge and/or dismiss notifications by group or range 
• Automatic suppression of repeating incidents with the same value to reduce clutter
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Incident reporting and other features
• The Incidents menu option has been enhanced as well 

• A list of specific incidents / incident types, scattered among the pages can be viewed in a consolidated 
list using the show selected only option
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Incident reporting and other features
• The Java logging mechanism has been changed to log4j2 which is the latest logging 

framework 
• It is from this logging mechanism that the server / agent startup error message is coming from  

• As already mentioned, development is working to suppress that warning 

• All open source libraries have been upgraded to the latest available  

• All potential vulnerabilities reported by white source scan have been addressed 

• Other user reported defects have been addressed
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v.1a

IBM INFORMIX V.14.10.XC6 - 
RSS BACKUPS
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Technical correction
• Hold on just a minute! 

• Technical correction coming!!!!
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Technical correction
• In the first xC6 webcast I said that system changes occurred requiring an outage to H/A 

and ER clusters to upgrade 
• I gave instructions that indicated a full H/A cluster outage was required for the upgrade 

• This was not entirely correct 

• You can also leverage the offline secondary conversion functionality released with Informix 
v.14.10.xC4

49



© 2021 IBM Corporation

IBM Software

Technical correction
• To migrate an H/A cluster to xC6 you can follow my earlier instructions  
• OR 

• Install xC6 binaries on all servers in a separate directory 
• Update all configuration files with correct values 

• Create / update SLAs to use secondary instances, if the SLAs exist 
• Turn off FOC if enabled in the Connection Manager / Primary 

• So the cluster doesn’t convert to a new primary in the next step 
• Turn off the cluster primary 

• Secondaries can still process queries but DML is blocked 
• Update Primary paths to use xC6 binary, restart instance, let it upgrade and come on-line 

• Secondaries will not reconnect due to version conflict rules 
• Primary begins processing transactions 

• One at a time, turn off each secondary instance, update paths, restart secondary instance  
• It will upgrade and reconnect to primary automatically 

• Re-set FOC and SLAs 

• This way, partial cluster functionality is always available during the upgrade
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RSS Backups
• The ability to backup an H/A cluster from a node other than the cluster primary has been a 

customer request dating back many years 

• With Informix v.14.10xC6 it is now possible — from an RS secondary 

• There are two use cases for this technology and, depending on the use case, different 
instance configuration settings and operations are required 

• I want to backup my cluster / primary from the RS secondary 
• All backups occur here, instance *and* logical log 

• aka “cluster” mode 

• I want a localized backup *in addition to* the instance/cluster backup occurring on the primary 
• Why?  

• Maybe to decrease the time to create another secondary instance close by 
• It takes too long to transfer from the primary 

• A bunker backup of your backups 
• aka “local” mode

52



© 2021 IBM Corporation

IBM Software

RSS Backups
• Both ontape and ON-Bar backups are supported 

• Backups can occur on RS secondary nodes with or without UPDATABLE_SECONDARY 
enabled 
• That said, development does have guidance on this parameter setting 

• Turning it on (1) enables the execution of the onsmsync utility  
• Synchronizes the RS sysutils / boot file with the primary instance copies 

• Backups can occur on RS nodes with DELAYED_APPLY configured however 
• The backup process is . . . . . . . . . funky 

• Best practice, do not back up from RS nodes with DELAYED_APPLY
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RSS Backups
• To enable RS backups, the BAR_SEC_ALLOW_BACKUP $ONCONFIG parameter must be 

set 
• It is NOT included in $ONCONFIG at this time 
• It is NOT dynamically tunable, an instance restart required 

• Potential values 
• 0 — RS backups are disabled 
• 1 (one) — “local” RS backup mode, no updates to the sysutils database for ON-Bar operations 
• 2 (two) — “cluster” RS backup mode, sysutils database is updated for ON-Bar operations 

• The sysutils database is not intended to be updated by more than one ON-Bar location 
• Doing so will lead to corruption 

• Do not set BAR_SEC_ALLOW_BACKUP to 2 and run OnBar backups on the primary and RS 
secondary 

• Let the Informix process handle any changes to this database
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RSS Backups
• Executing RS backups has an impact on the LTAPEDEV parameter 

• When executing in local mode (BAR_SEC_ALLOW_BACKUP = 1) 
• LTAPEDEV (primary) is unchanged so log backups are triggered and execute on the primary by full 

logical logs  

• LTAPEDEV (RSS / HDR) is set to /dev/null since they aren’t used 
• Obviously if one of these nodes is promoted to primary, LTAPEDEV must be updated so log backups occur 

• When executing in cluster mode (BAR_SEC_ALLOW_BACKUP = 2) 
• LTAPEDEV (primary / HDR) are set to /dev/null since they aren’t used 

• LTAPEDEV (RSS) is set to a valid value so log backups are triggered and execute on the RS by full 
logical logs
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RSS Backups
• Executing RS backups has an impact on the ability to have non-logged objects in your 

instance or database(s)  
• RS backups are blocked if these objects exist: 

• Non-logged SLOBspace 
• Raw table in a logged database 
• Non-logged database in an instance  
• Non-logged SLOB in the database, even if stored in a logged SLOBspace 

• But wait, I thought everything had to be logged to be in an H/A cluster? 
• Not true 

• You can have non-logged SLOBspaces and SLOBs on the primary 
• A backup from the primary works without an issue 

• According to development, even if the SLOBspace is non-logged, in an H/A cluster (only) the objects are logged 
therefore sent to the secondaries as well 
• To support failover continuity without data loss 

• Non-logged databases or raw tables can exist as well but they don’t get replicated to the secondaries 
• These get backed up on the primary
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RSS Backups
• Finally, executing RS backups may have an impact on the RS DBSPACETEMP parameter 

• In a properly configured primary instance there is at least one temp dbspace as well as a temp 
SLOBspace 
• The spaces are listed in $ONCONFIG 

• Since cluster secondary instances are “clones” of the primary, the same temp spaces should be 
configured in all the secondary instances 
• In truth, they aren’t required 

• Boo! Hiss! Create them!!! 😇  

• When executing RS backups (local or cluster), at least one temp dbspace MUST be properly 
configured 
• Exist and configured with default page size in $ONCONFIG 
• Supports caching of modified pages during the backup operation
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RSS Backups
• Before continuing, let’s talk about temporary objects in a H/A cluster 

• When an explicit temp table is created, you can specify with logging (default) or with no log, an explicit 
extra step 
• STRONGLY recommend using the with no log syntax 

• If left to default (logging), the temp tables are created in rootdbs 
• with no log creates them in the DBSPACETEMP spaces 

• Trying to create logged temp tables in rootdbs is NOT supported for H/A cluster secondary instances and 
becomes an issue if the secondary is used for operations 
• As a result, the TEMPTAB_NOLOG parameter should be set to 1 (one) on secondary instances 

supporting operations 
• This parameter forces all temp tables to be non-logged and created in DBSPACETEMP spaces 

• See next slide for new, xC6 functionality 

• Currently, this parameter value is NOT being validated within secondary instances 
• Can operations occur? 

• Yes but you run the risk of getting -140 ISAM errors at any time
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RSS Backups
• New functionality in xC6 — TEMPTAB_NOLOG = 2 

• Support for automatic switching of logged temp table support when a node moves from secondary to 
primary status 

• Prior to this setting, if a secondary node became primary, the original NOLOG setting persisted and 
logged temp table support was not available 
• Now it will change as the node’s role changes from secondary to primary
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RSS Backups
• For the purposes of the examples which follow, here is the active H/A cluster

61

inst_1 - primary 

inst_2 - SD secondary 

inst_3 - HDR secondary 

inst_4 - RS secondary 

inst_5 - RS secondary 
for DELAYED_APPLY 
operations (not 
active)
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RSS Backups
• Example #1 - local mode from inst_4 

• LTAPEDEV is set to /dev/null 
• BAR_SEC_ALLOW_BACKUP = 1 
• The instance is restarted 

• The backup timestamps on the primary and RS nodes are identical
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RSS Backups
• An ontape backup is attempted but fails 

• Why? There’s a non-logged space in the instance 
• Not that backup error message helps you understand this
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RSS Backups
• Checking the instance log provides an accurate reason why the backup failed 

• There are two non-logged SLOBspaces in the instance
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RSS Backups
• Both spaces are dropped 

• Since they are smart objects, a backup is required to complete the operation 
• A fake backup is executed 
• The backup timestamps are updated on both the primary and RS instances and are identical
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RSS Backups
• Another RS ontape backup is executed, this time successfully 

• The backup timestamp on the RS is different than the primary because it reflects when the RS pages 
were backed up
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RSS Backups
• Just to verify that the utility doesn’t matter, an ON-Bar backup is created using the PSM 

• The difference in backup timestamps continues
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RSS Backups
• Just to verify another non-logged restriction, a raw table is created in the database and a 

RS backup attempted 
• Yes, it fails with a message in the instance log indicating why
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RSS Backups
• Example #2 - cluster mode backup from inst_4 

• Primary LTAPEDEV is set to /dev/null 
• RS BAR_SEC_ALLOW_BACKUP = 2 and LTAPEDEV is set to a valid value 
• The instance is restarted 

• The backup timestamps on the primary and RS nodes are identical
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RSS Backups
• An RS ontape and an ON-Bar backup is executed 

• Both execute successfully 
• However the reserved page timestamps are not synchronized after either operation 

• Again, it reflects when the RS pages were backed up
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RSS Backups
• What about the logical logs? 

• With the primary LTAPEDEV = /dev/null and RS BAR_SEC_ALLOW_BACKUP = 2 and RS 
LTAPEDEV is set to a valid value
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inst_1 primary inst_4 RS
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RSS Backups
• Several logical logs are “rolled” from the primary 

• The primary “sees” them as backed up and available but the RS sees them as used, 
requiring backup
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inst_1 primary inst_4 RS
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RSS Backups
• A continuous logical log backup is started on the RS 

• The logs are backed up and the RS logical log information is updated
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RSS Backups
• Activity occurs on the primary, in this case creating the stores database in logged mode 

• It executes successfully though in being created, multiple logical logs are used 
• They are backed up on the RS secondary as expected
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On the primary
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RSS Backups
• Logical log activity on the RS while the stores database was built on the primary 

• Full logical logs are backed up 
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RSS Backups
• Other RS backup nuances - On-
Bar 
• As mentioned earlier, when 
BAR_SEC_ALLOW_BACKUP = 2 
(cluster mode) and a backup occurs, 
sysutils on the primary and RS 
are updated as expected
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inst_1 primary inst_4 RS
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RSS Backups
• Other RS backup nuances - On-
Bar 
• When BAR_SEC_ALLOW_BACKUP = 
1 (local mode) and a backup occurs, 
no sysutils updates occur on 
either instance 

• The ixbar file is updated however 
• Notice the timestamps 
• This has restore implications
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RSS Backups
• What about restoring from an RS backup? Is it possible and to which nodes and under 

what conditions? 
• Yes you can restore from an RS backup but there are nuances 

• Whether you use ON-Bar or ontape affects the process
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RSS Backups
• With ontape 

• Copy the instance and logical log backup files to the target server 
• Change the file names to match the naming convention specified by the IFX_ONTAPE_FILE_PREFIX 

environment variable for the target instance, if set 

• From here, you can  
• Execute a full restore to create a standalone instance or an instance to participate in an ER cluster 

• Will need to perform a data sync ER operation however 

• Execute a physical restore to create an HDR or RS secondary to link (or re-link) the node [into | 
back into] the cluster
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RSS Backups
• With ON-Bar the process is slightly more complicated 

• Were the backups created in local or cluster mode? 
• In cluster mode, sysutils is synchronized across the cluster 

• You may / probably will have to copy (and rename) the ixbar file to the target server for a cold restore 
• You may have to update the storage manager system for that server to use the backup objects created on another 

instance 

• In local mode 
• You need to copy (and rename) ixbar to the target server 
• If the instance is partially available, execute onsmsync to update the sysutils database with ixbar information 

• For a cold restore, just use the ixbar file directly 
• You may have to update the storage manager system for that server to use the backup objects created on another 

instance 

• With access to the backup objects and either an updated sysutils database or the ixbar boot file, 
you can 
• Execute cold, warm or partial restores as allowed by On-Bar
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