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Agenda

Á VIOS ïQuick recap

Á PowerVM Editions & Versions

Á Recent Enhancements
Á GUI ïHMC + for VIOS install

Á Linux LE & E850 support

Á Simplified SEA failover configuration

Á Shared Storage Pool enhancements

Á Live Partition Mobility

Á Performance

Á Reminders
Á Sizing & Planning

Á Backup & Maintenance

Á Useful References
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Virtual I/O Server ïWhat?

What is VIOS?

Å Appliance - runs in a partition on a POWER6/7/8 server

Å Provides virtual resources to AIX, Linux, and IBM i 7.3, 7.2, 7.1 (& 6.1) client partitions

Å Facilitates sharing of physical I/O resources between partitions

Å Core function is virtual I/O: disks, tape, optical, Ethernet

Å VIOS packaged in PowerVM

Å Advanced functions (Suspend/Resume, LPM, AMS, NPIV, etc)

Å Two Virtual I/O Server partitions recommended to provide redundancy

Å Partitions can have a mix of physical and virtual resources
ÁExcept blades/PureFlex, and certain functions e.g. LPM
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Virtual I/O Server ïWhy?

ÅWhy use VIOS?

ÅBenefits of virtualisation
Increased utilisation

+ 
Improved service 

+ 
Improved flexibility 

=
Reduced costs (hardware, floor space, energy, licensing)

ÅFaster response to changing business need ïflexible 
infrastructure

ÅFoundation for future 
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Storage

Å External - wide range supported with VIOS than with native IBM i attach

Å IBM i POWER External Storage Support Matrix Summary

Á http://www-03.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/PRS4563

Å Internal :

Å General recommendation - do not use IBM i with VIOS using integrated disks

Å But if you are considering IBM i with VIOS using internal disks ïbe aware :

Å SAS Adapter Performance Boost with VIOS article in developerWorks

Á https://www.ibm.com/developerworks/community/wikis/home?lang=en#!/wiki/IBM%20i%20Tech

nology%20Updates/page/SAS%20Adapter%20Performance%20Boost%20with%20VIOS

Å The newer SAS adapters align data on different boundaries than before

Å In the past the recommendation has always been to virtualize the whole hdisk to 

IBM i and not to use storage pool/logical volume(LV) or file-backed (FB)

Å IBM i 7.2 enhancement does allow LV/FB if you are using 4K byte sector disks

Å Or consider IBM i hosting IBM i

http://www-03.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/PRS4563
https://www.ibm.com/developerworks/community/wikis/home?lang=en
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PowerVM Editions

http://www.google.com/url?sa=i&source=images&cd=&cad=rja&uact=8&docid=j_9K_QdzoAZjdM&tbnid=WeuoXrWWGfhc2M&ved=0CAgQjRw&url=https://design.ubuntu.com/brand/ubuntu-logo&ei=BrMMVP7dOI2MyATEo4LwCw&psig=AFQjCNGizicwXZ36mk2sUeIqIlwBqvJUfA&ust=1410204807014955
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Service life of VIOS levels

8
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Update to the VIOS fix level numbering scheme
Å VIOS VRMF - Version-Release-Maintenance-Fix level

Å How it was before :   FP level was always single digits, incremented by 1 for each SP ïe.g. 2.2.3.4. 

Å Beginning in June 2015ïa change to the numbering scheme used for the VIOS fix level :

Å FP (Fixpack)

Á updates VIOS to latest level

Á contains new feature / function / product enhancements / new hardware enablement / fixes

Á Level is a multiple of 10 (ie. 2.2.3.50, 2.2.3.60, 2.2.3.70)

Å SP (Servicepack)

Á contains fixes and new hardware enablement (Power servers and I/O)

Á does not typically introduce new feature function

Á applies to a specific release level (e.g. a v2.2.3 SP (2.2.3.4) could only be applied to v2.2.3

Á is cumulative. E.g. SP5 for a particular release (VRM) includes all fixes/function from SPs 1-4 will result in an update to the 
fix level (last nibble)

Å MP (Minipack)

Á supplement to a SP

Á targeted to specific enablement (ie HW, PowerVC, ectc). 

Á increment by 1's off the associated SP (ie. 2.2.3.51, 2.2.3.52, etc)

Á always has a prereq to a specific SP. E.g. SP 2.2.3.50 is a prereq for MP 2.2.3.51. 

Á only cumulative back to the parent SP. E.g. MP 2.2.3.55 for a particular VIOS SP (fix level) will contain all fixes/function in 
MPs 2.2.3.51-2.2.3.54. 

Å Interim fix 

Á An interim fix (iFix) applies to a specific VIOS servicepack (ie. fix level) and provides a fix for a specific issue.

Á The official fixes are typically bundled in the next VIOS servicepacks and / or fixpacks. Applying one or more iFIX's will not 
alter the VIOS VRMF level.
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VRMF ïChanges to VIO Maintenance 

http://www-304.ibm.com/webapp/set2/sas/f/vios/svcstrategy.html

http://www-304.ibm.com/webapp/set2/sas/f/vios/svcstrategy.html
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Added with VIO 2.2.3.50

ÅPowerVM will support for LE Linux guest as well as 
traditional guests
ÅLinux (BE)
ÅAIX
Å IBM i

ÅLinux Little Endian Guest VM Support(LE) 
Å RHEL 7.1
Å SLES 12 
Å Ubuntu 14.10
Å Ubuntu 15.04

ÅHardware Support E850

ÅPast session at i-UG
ÅSAMBA on Linux on Power for IBM i specialists

Áhttp://media.wix.com/ugd/bd23da_8b16bfdc4d94448e94295acc4fad8885.pdf

http://media.wix.com/ugd/bd23da_8b16bfdc4d94448e94295acc4fad8885.pdf
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VIO 2.2.4 + Firmware 840 + HMC 8.8.4.0

ÅImproved performance
Å VM Mobility with SR-IOV Adapters (vNIC)

Å Live Partition Mobility (LPM) improvements

ÅNew features for Shared Storage Pool

ÅGreater scalability 
Å OpenStack cloud deployments via new NovaLink architecture

ÅIntegrated Facility for Linux (IFL) enhancements

ÅNew Virtual HMC
PowerVM 2.2.4 - developerWorks

https://www.ibm.com/developerworks/community/wikis/home?lang=en_us
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Easier Install via HMC GUI

ÅHMC enhancement

ÅV7R7.7.0 SP1
ÁReadme - http://www-

933.ibm.com/support/fixcentral/firmware/readme?fixid=MH01343#enhance

ÁñAdd a GUI enhancement for the installation of VIOS, allowing the user to install the 
Virtual I/O Server and managing Virtual I/O Server images using a GUI interface.ò

ÅSP2 recommended
ÁSee AIXpert blog entry:

Áhttps://www.ibm.com/developerworks/community/blogs/aixpert/entry/upgrading_to_h
mc_v7r770_upgrade_to_service_pack_2_immediately?lang=en

Å InfoCenter
Áhttp://pic.dhe.ibm.com/infocenter/powersys/v3r1m5/topic/p7hb1/iphb1_vios_configuri

ng_installhmc_dvd.htm

Å Past session at i-UG
Áhttp://www.nisug.org/nisug/index.php?option=com_remository&Itemid=84&func=filei

nfo&id=121

http://www-933.ibm.com/support/fixcentral/firmware/readme?fixid=MH01343
https://www.ibm.com/developerworks/community/blogs/aixpert/entry/upgrading_to_hmc_v7r770_upgrade_to_service_pack_2_immediately?lang=en
http://pic.dhe.ibm.com/infocenter/powersys/v3r1m5/topic/p7hb1/iphb1_vios_configuring_installhmc_dvd.htm
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Activating the VIOS partition
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With HMC 8.8.2 SP1 (2015) ïNew view

HMC V8R8.2.0 included a "technology preview" of a new, 

redesigned HMC GUI 

HMC 8 requires:

Rack Mount CR5 or newer

Desk-side C08 or newer

At least 2 GB of memory

Forum/feedback via https://www.ibm.com/developerworks/community/forums/html/forum?id=45c57f22-9da9-4e3c-bb9b-75a5c9d177a0&ps=25

Video - https://www.youtube.com/watch?v=vW4ivdWg2V8

Note: HMC V8R8.3.0 SP2 / HMC V8R8.4.0 SP1 (03-2016)

https://www.ibm.com/developerworks/community/forums/html/forum?id=45c57f22-9da9-4e3c-bb9b-75a5c9d177a0&ps=25
https://www.youtube.com/watch?v=vW4ivdWg2V8
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Use HMC to Create Shared Ethernet Adapters

ÅForces user to make one VIOS Primary and one Secondary for each SEA

ÅPrevents broadcast storm

ÅRequires control channel to be created before creating SEA with failover

ÅChange specific settings using chdev after building the SEA if necessary

Manage Profiles or Dynamic Partitioning Virtual Network Management
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Simplify SEA Failover ïVIO 2.2.3
VIO Server 1

ent0

ent4
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Ethernet

Switch 1

Client

LPAR
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LPAR

VIO Server 2

ent3
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ent0
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Simplify SEA Failover

ÅNo Need for a Control Channel

ÅRequirements
ÅVIO server 2.2.3 or higher

ÅHMC 7.7.8 or higher

ÅSystem Firmware 780

ÁNote ïFunction was not available on ñBò model 

servers

ÅIBM Power 770 (9117-MMB) 

ÅIBM Power 780 (9179-MHB)

ÅVLAN ID 4095 not in use
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Simplify SEA Failover

Å Verify VLAN IDs and Trunk Priorities

padmin@vio1 $ entstat ïall ent1 | grep ïiE ñPriority|Port VLAN IDò

Priority:    1  Active: False

Port VLAN ID:   11

padmin@vio1$ entstat ïall ent2 | grep ïiE ñPriority|Port VLAN IDò

Priority:    1 Active: False

Port VLAN ID:   12

padmin@vio1$ entstat ïall ent3 | grep ïiE ñPriority|Port VLAN IDò

Priority:    1 Active: False

Port VLAN ID:   13

padmin@vio2 $ entstat ïall ent1 | grep ïiE ñPriority|Port VLAN IDò

Priority:    2  Active: False

Port VLAN ID:   11

padmin@vio2$ entstat ïall ent2 | grep ïiE ñPriority|Port VLAN IDò

Priority:    2 Active: False

Port VLAN ID:   12

padmin@vio2$ entstat ïall ent3 | grep ïiE ñPriority|Port VLAN IDò

Priority:    2 Active: False

Port VLAN ID:   13
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Simplify SEA Failover

Å Create your Shared Ethernet Adapter

padmin@vio1$ mkvdev ïsea ent0 ïvadapter ent1 ent2 ent3 

ïdefault ent1 ïdefaultid 11 ïattr ha_mode=sharing

ent4 Available

padmin@vio2$ mkvdev ïsea ent0 ïvadapter ent1 ent2 ent3 

ïdefault ent1 ïdefaultid 11 ïattr ha_mode=sharing

ent4 Available

ctl_chan=ent#

ctl_chan=ent#
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Simplify SEA Failover

Å Verify VLAN IDs and Trunk Priorities

padmin@vio1 $ lsdev - dev ent4 ïattr

attribute     value      description        user_settable

accounting    disabled Enable per - client accounting of network statistics True

adapter_reset yes     Reset real adapter on HA takeover                  True

ctl_chan               Control Channel adapter for SEA failover           True

gvrp          no       Enable GARP VLAN Registration Protocol (GVRP)      True

ha_mode       sharing  High Availability Mode                             True

hash_algo     0    Hash algorithm used to select a SEA thread        True

jumbo_frames  no     Enable Gigabit Ethernet Jumbo Frames               True

large_receive yes   Enable receive TCP segment aggregation            True

largesend     1     Enable Hardware Transmit TCP Resegmentation       True

lldpsvc       no    Enable IEEE 802.1qbg services                     True

netaddr       0    Address to ping                                  True

nthreads      7       Number of SEA threads in Thread mode              True

pvid          15        PVID to use for the SEA device                    True

pvid_adapter  ent1            Default virtual adapter for non - VLAN- tagged packets  True

qos_mode      disabled N/A                                              True

queue_size    8192       Queue size for a SEA thread                       True

real_adapter  ent0            Physical adapter associated with the SEA           True

send_RARP     yes     Transmit Reverse ARP after HA takeover       True

thread        1           Thread mode enabled (1) or disabled (0)         True

virt_adapters ent1,ent2,ent3  List of virtual adapters associated with the SEA     True
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Simplify SEA Failover

ÅWhere is the Control Channel

padmin@vio1$ entstat ïall ent4 | grep ïi ñControl Channel PVIDò

Control Channel PVID:  4095

padmin@vio1$ entstat ïall ent4 | grep ïi state

State: PRIMARY_SH

padmin@vio2$ entstat ïall ent4 | grep ïi ñControl Channel PVIDò

Control Channel PVID:  4095

padmin@vio2$ entstat ïall ent4 | grep ïi state

State: BACKUP_SH
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Remove Existing Control Channel
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Simplify SEA Failover

Å Requires both SEA adapters in a defined state (outage)

padmin@vio1$ oem_setup_env

root@vio1# rmdev ïl ent6

ent6 Defined 

or

padmin@vio1$ rmdev ïdev ent6 - ucfg

ent6 Defined

padmin@vio2$ oem_setup_env

root@vio2# rmdev ïl ent6

ent6 Defined 

or

padmin@vio2$ rmdev ïdev ent6 - ucfg

ent6 Defined
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Simplify SEA Failover

ÅBlank out the control channel

root@vio1# lsattr ïEl ent6 ïa ctl_chan

ctl_chan  ent4   Control Channel adapter for SEA failover    True 

root@vio1# chdev ïl ent6 ïa ctl_chan=ñò

ent6 changed

padmin@vio1$ lsdev ïdev ent6 ïattr ctl_chan

ctl_chan  ent4   Control Channel adapter for SEA failover    True 

padmin@vio1$ chdev ïdev ent6 ïattr ctl_chan=ñò

ent6 changed

root@vio2# lsattr ïEl ent6 ïa ctl_chan

ctl_chan  ent4   Control Channel adapter for SEA failover    True 

root@vio2# chdev ïl ent6 ïa ctl_chan=ñò

ent6 changed

padmin@vio2$ lsdev ïdev ent6 ïattr ctl_chan

ctl_chan  ent4   Control Channel adapter for SEA failover    True 

padmin@vio2$ chdev ïdev ent6 ïattr ctl_chan=ñò

ent6 changed
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Simplify SEA Failover

ÅRequires both SEA adapters in a defined state (outage)

root@vio1# mkdev ïl ent6

ent6 Available 

or

padmin@vio1$ cfgdev ïdev ent6

ent6 Available

root@vio2# mkdev ïl ent6

ent6 Available 

or

padmin@vio2$ cfgdev ïdev ent6

ent6 Available
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Simplify SEA Failover

ÅWhere is the Control Channel

padmin@vio1$ entstat ïall ent4 | grep ïi ñControl Channel PVIDò

Control Channel PVID:  4095

padmin@vio1$ entstat ïall ent4 | grep ïi state

State: PRIMARY_SH

padmin@vio2$ entstat ïall ent4 | grep ïi ñControl Channel PVIDò

Control Channel PVID:  4095

padmin@vio2$ entstat ïall ent4 | grep ïi state

State: BACKUP_SH
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Simplification Summary

Á Simplified SEA Failover setup

Á If you do not specify a control channel (ctl_chan) when 

running mkvdev ïsea é The system will ñdiscoverò SEA 

Failover ñpartnerò adapter in the other VIO

Á Discovery protocol uses VLAN id 4095.  If this is one of your 

actual tagged VLANs, you must continue to use control 

channel on both sides

Á Multiple SEA pairs in the machine can share VLAN 4095 for 

discovery

Á This is still SEA failover, and we still set priority 1 or 2 on the 

trunked virtual adapter in the SEA

Á VIO server 2.2.3, HMC 7.7.8, Firmware 780.  Not supported on 

MMB or MHB at this time.

Á Perhaps we stay consistent with our current Power7 practices, 

and use this for new Power8 machines. 
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Shared Storage Pools

Shared Storage Pool

PHYP

VIOS VIOS

PHYP

VIOS VIOS

PHYP

VIOS VIOS
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VIOS VIOS



31
IBM Systems Technical Events | ibm.com/training/events

© Copyright IBM Corporation 2016. Technical University/Symposia materials 

may not be reproduced in whole or in part without the prior written permission of 

IBM.

VIO 2.2.3

Á Shared Storage Pool Enhancements

ï Pool Resiliency ïmirror the storage pool (two failover groups)

ï Pool shrink by removing physical volume

ï Dynamic disk growth in the pool

ï Scaling ïmore clients, larger physical volumes

ï New lu, pv, failgrp commands

ï Cluster wide operations performed concurrently

ï VIO 2.2.2 added

Á ability to roll out updates to VIO servers without stopping the cluster

Á In case of failed repository disk, cluster remains active, no changes, until disk is replaced

Á VLAN tagging supported in the cluster

Á developerWorks articles to get started

Á Shared Storage Pool 4 - Best Practice & FAQ blog ïNigel Griffiths
Á https://www.ibm.com/developerworks/community/blogs/aixpert/entry/Shared_Storage_Pool_4_Best_Practice_FAQ?lang=en

https://www.ibm.com/developerworks/community/blogs/aixpert/entry/Shared_Storage_Pool_4_Best_Practice_FAQ?lang=en
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Shared Storage Pool Limits

Feature Min Max
Å Number of VIOS Nodes in Cluster 1 16

Å Number of Physical Disks in Pool 1 

1024

Å Number of Virtual Disks (LUs) Mappings in Pool 1 8192

Å Number of Client LPARs per VIOS node 1 200

Å Capacity of Physical Disks in Pool 10GB 16TB

Å Storage Capacity of Storage Pool 10GB 

512TB

Å Capacity of a Virtual Disk (LU) in Pool 1GB 4TB

Å Number of Repository Disks 1 1

Å Capacity of Repository Disk 512MB 1TB

Recommended VIO server requirements ï per SSP node :

Å Minimum CPU: 1 CPU of guaranteed entitlement

Å Minimum memory: 4GB

Å Storage requirements per SSP cluster (minimum): 

Å One fiber - channel attached disk for cluster repository , 1 GB

Å At least one fiber channel attached disk for data, 10GB
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New command: lu

$ lu - list

POOL_NAME: test_pool

TIER_NAME: SYSTEM

LU_NAME    SIZE(MB)    UNUSED(MB)  UDID

aix2 - rootvg      10240       0        ad4f5d...

aix3 - rootvg      20480       18460    242eac...

aix4 - rootvg      102400      0        56e22b...

aix5 - rootvg      10240       0        1a4758...

aix6 - rootvg      40960       0        bfa955...

aix7 - rootvg      51200       0        599ad4...
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New command: pv

$ lspv

NAME    PVID             VG               STATUS

hdisk0  00f629dbc192abd7 rootvg           active

hdisk1  00f629dbbe759aa5 caavg_private    active

hdisk2  00f629dbbe7c9b29 None

hdisk3  00f629dbbd739cbe None

$ pv - list

POOL_NAME: test_pool

TIER_NAME: SYSTEM

FG_NAME: Default

PV_NAME  SIZE(MB) STATE UDID

hdisk2   1048576  ONLINE  3C231IBM FlashSystem
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Shared Storage Pool Enhancements 

with VIOS 2.2.4

ÁStorage tiers within a Shared Storage Pool 

Å greater flexibility and control for quality of service

Å Isolation

Å redundancy 

Å up to 10 tiers of storage within a storage pool

ÁDynamically grow a virtual disk

ÁTechnical webinar with Nigel Griffiths

Á 18 Nov 2015 - http://tinyurl.com/PowerSystemsTechnicalWebinars

http://tinyurl.com/PowerSystemsTechnicalWebinars
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Live Partition Mobility

ÁEvacuate option
migrlparïo m ïm source_server ït target_server ï-all

https://www-01.ibm.com/support/knowledgecenter/9117-MMD/p7hc3/iphc3serverevacuation.htm?cp=9117-MMD

ÁChecklists

Á Preparation - http://www.redbooks.ibm.com/abstracts/tips1185.html?Open

Á Setup - https://www.redbooks.ibm.com/Redbooks.nsf/RedbookAbstracts/tips1184.html?Open

ÁPerformance suggestions

ï large_send, large_receive on physical adapters in VIO 

ï Suggesting tcp_sendspace, tcp_recvspace 524288 on VIO 

interface

ï Jumbo frames if your environment supports it

https://www-01.ibm.com/support/knowledgecenter/9117-MMD/p7hc3/iphc3serverevacuation.htm?cp=9117-MMD
http://www.redbooks.ibm.com/abstracts/tips1185.html?Open
https://www.redbooks.ibm.com/Redbooks.nsf/RedbookAbstracts/tips1184.html?Open
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Live Partition Mobility enhancements 

with VIOS 2.2.4

ÁBetter NPIV storage validation

Á disk level validation - check that individual disk LUNs assigned to 

the partition are usable on the target system

Á Improved performance

Á support network bandwidth up to 35Gb

Á Improved resiliency 

Á Allow LPM even when one VIOS has failed

ÁAllows selection of vSwitch name on target system

See developerWork -
https://www.ibm.com/developerworks/community/wikis/home?lang=en_us#!/wiki/Power%20Systems/page/Live%20Partit

ion%20Mobility%20%28LPM%29%20improvements%20in%20PowerVM%202.2.4

https://www.ibm.com/developerworks/community/wikis/home?lang=en_us
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Performance Advisors

ÅThree advisors availableé.
Å PowerVM Virtualization Performance Advisor ïruns on an AIX partition 

Å Java Performance Advisor (JPA) ïfor Java/WAS applications running on AIX

Å VIOS & Virtual Ethernet (built-in VIOS function in v2.2.2.1 via ópartô 

command)

Å Run advisors on test or production systems

Áevaluate performance / receive guidance  

ÅñBuilt-in Smartsò to detect common problems 

Å Available on developerWorksïNo charge

ÅVIOS  Commands - topas, nmon, or topas_nmon

ÅHMC Performance views

ÅIBM iDoctor for iïVIOS Investigator

https://www.ibm.com/developerworks/community/wikis/home?lang=en
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iDoctor VIOS Investigator ïStart Data Collection menu in GUI

Å First add VIOS partitions to the iDoctor connection list

Å Use this wizard to start an NMON collection via iDoctor GUI

Å SSH 2.0+ must be installed on the VIOS.

Å The user id must be authorized to run topas_nmon
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Monitoring with VIOS Advisor
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VIOS Performance Advisor

ÅDefault Installed with VIOS starting with Version 2.2.2 (late 

2012)

ÅEasy to use

Å Run from VIOS command line with one parameter

Ápart <duration of monitoring period in minutes>

ÁRecommend running for at least 30 - 60 minutes 

ÁMinimum = 5 minutes, Maximum = 1440 minutes (24 hours)

Å Output is written to file vios_advisor.xml in directory where tool is located

Å Send file back to workstation and directory where tool was unzipped and 

open the report 

42© Copyright IBM Corporation 2015
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part - Components Monitored

Types of advisory reports generated by VIOS 

Performance Advisor tool: 

ÅSystem configuration advisory report

ÅCPU (central processing unit) advisory report

ÅMemory advisory report

ÅDisk advisory report

ÅDisk adapter advisory report

ÅI/O activities (disk and network) advisory report

https://www.ibm.com/developerworks/wikis/display/WikiPtype/VIOS+Advisor

An option for VIO servers below v2.2.2.1

https://www.ibm.com/developerworks/wikis/display/WikiPtype/VIOS+Advisor
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VIOS Performance Advisor Summary View

44© Copyright IBM Corporation 2015
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Color-coded Icons
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VIOS Performance Advisor Summary View

© Copyright IBM Corporation 2015
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VIOS Performance Advisor Summary View

© Copyright IBM Corporation 2015
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Click on any topic to get more details, including recommended actions.

48

VIOS Performance Advisor Summary View

© Copyright IBM Corporation 2015
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VIOS Advisor - CPU Advisories

Receive early detection of potential performance inhibitors.

WARNING: Best practice is for 

VIOS to have an increased priority 

when in uncapped shared processor 

mode.

Informative Warning

Investigate Critical

Optimal

LEGEND
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