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Agenda
A VIOS i Quick recap
A PowerVM Editions & Versions

A Recent Enhancements

A GUIi HMC + for VIOS install

Linux LE & E850 support

Simplified SEA failover configuration
Shared Storage Pool enhancements
Live Partition Mobility

Performance

v v > D> P

A Reminders
A Sizing & Planning
A Backup & Maintenance

A Useful References

. . L. © Copyright IBM Corporation 2016. Technical University/Symposia materials 1
IBM SyStemS Technical Events | ibm -Com/trammg/eve nts )’) may not be reproduced in whole or in part without the prior written permission of
IBM.



Virtual I/0O Server i What?

What is VIOS?
Appliance - runs in a partition on a POWERG6/7/8 server

Provides virtual resources to AlX, Linux, and IBM i 7.3, 7.2, 7.1 (& 6.1) client partitions
Facilitates sharing of physical I/O resources between partitions

Core function is virtual 1/0: disks, tape, optical, Ethernet

VIOS packaged in PowerVM

Advanced functions (Suspend/Resume, LPM, AMS, NP1V, etc)

Two Virtual I/O Server partitions recommended to provide redundancy

o T Do o I Po Do D>

Partitions can have a mix of physical and virtual resources
A Except blades/PureFlex, and certain functions e.g. LPM

. . L. © Copyright IBM Corporation 2016. Technical University/Symposia materials 2
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Virtual 1/O Server

Client LPAR

VI Server |

Clienl LPAR

¢

................... D
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Virtual 1/O Server i Why?
AWhy use VIOS?

A Benefits of virtualisation

Increased utilisation
+

Improved service
+

Improved flexibility

Reduced costs (hardware, floor space, energy, licensing)

A Faster response to changing business need i flexible
Infrastructure

A Foundation for future

. . L. © Copyright IBM Corporation 2016. Technical University/Symposia materials 4
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Storage

A External - wide range supported with VIOS than with native IBM i attach

A IBM i POWER External Storage Support Matrix Summary
A http://www-03.ibm.com/support/techdocs/atsmastr.nsf/Weblndex/PRS4563

A Internal :
A General recommendation - do not use IBM i with VIOS using integrated disks
A But if you are considering IBM i with VIOS using internal disks i be aware :

A SAS Adapter Performance Boost with VIOS article in developerWorks

A https://www.ibm.com/developerworks/community/wikis/home?lang=en#!/wiki/IBM%20i%20Tech
nology%20Updates/page/SAS%20Adapter%20Performance%20Bo0ost%20with%20VIOS

The newer SAS adapters align data on different boundaries than before

In the past the recommendation has always been to virtualize the whole hdisk to
IBM i and not to use storage pool/logical volume(LV) or file-backed (FB)

IBM i 7.2 enhancement does allow LV/FB if you are using 4K byte sector disks
Or consider IBM i hosting IBM |

o o Do Do

|BM Systems Technical Events | Ibm .Com/training/events )’) © Copyright IBM Corporation 2016. Technical University/Symposia materials

may not be reproduced in whole or in part without the prior written permission of
IBM.


http://www-03.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/PRS4563
https://www.ibm.com/developerworks/community/wikis/home?lang=en

IBM Systems Technical Events | ibm.com/training/events

) )

© Copyright IBM Corporation 2016. Technical University/Symposia materials

may not be reproduced in whole or in part without the prior written permission of
IBM.



PowerVM Editions

Features Standard Enterprise
Maximum VMs 1000 f Server 1000 / Server
Management VMControl, IVM*, VMControl, IVIM*,
HMC, PowerVC, HMC, PowerVC,
~ FSM FSM
PowerVM
Virtual /O Server v (Dual) v (Dual)
— Suspend/Resume v v
MNP v v
L]
Shared Processor Pools v v
Shared Storage Pools v v
“ Thin Provisioning v v
= Active Memory Sharing v
for Business
Live Partition Mobility v
PowerVP Performance Monitor W
SR-HOV v v

# I'VM only supports a single Virtual 1/0 Server

Q. redhat
Igg;sa &

ms Tecl
Systems ecubuntu

-~
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Service life of VIOS levels

2011

2012 2013

VIOS 2.2.1
= =
=
ean. 2215
TL2.21
4Q/201
(based on A 6.1 TLT) VIOS 2.2.2
yjca
TL2.2.2
4Q/ 2012
{based on ALX 6.1 TLE )

2014 2015 2016
22186 2218
SP6| sea]
2217 2218
SP3 PS5
= 2223 m
e el ]
VIOS 2.2.3
b (=) 53]
22.3. 2233 223
57 Ea B fsee]
223 2212 7234 2235 2238
4Q/ 2013
{basod om AIX 6.1 TLY) VIOS 2.2.4

Technology Levels

- V1OS Release; install image | media for fresh installs

End of Standard Support

- Fix Packs - updatas existing VIOS to new level, preserves system data; typically indudes SP1
- Service Packs = cumulative fixes and HW enablement, tied to speciic TL
B Planned Service Packs - subject to change

- 3

TL2.24
4Q/ 2015

(based on AIX £.1 TLE)

All statements regarding IBM's future
direction and intent are subject to change
or withdrawal without notice, and
represent goals and objectives only
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Update to the VIOS fix level numbering scheme

A VIOS VRMF - Version-Release-Maintenance-Fix level

A How it was before : FP level was always single digits, incremented by 1 for each SP i e.g. 2.2.3.4.

A Beginning in June 2015 i a change to the numbering scheme used for the VIOS fix level :

A FP (Fixpack)

A
A
A

updates VIOS to latest level
contains new feature / function / product enhancements / new hardware enablement / fixes
Level is a multiple of 10 (ie. 2.2.3.50, 2.2.3.60, 2.2.3.70)

A SP (Servicepack)

> > > >

contains fixes and new hardware enablement (Power servers and 1/O)
does not typically introduce new feature function
applies to a specific release level (e.g. av2.2.3 SP (2.2.3.4) could only be applied to v2.2.3

is cumulative. E.g. SP5 for a particular release (VRM) includes all fixes/function from SPs 1-4 will result in an update to the
fix level (last nibble)

A MP (Minipack)

> > > > >

supplement to a SP

targeted to specific enablement (ie HW, PowerVC, ectc).

increment by 1's off the associated SP (ie. 2.2.3.51, 2.2.3.52, etc)

always has a prereq to a specific SP. E.g. SP 2.2.3.50 is a prereq for MP 2.2.3.51.

only cumulative back to the parent SP. E.g. MP 2.2.3.55 for a particular VIOS SP (fix level) will contain all fixes/function in
MPs 2.2.3.51-2.2.3.54.

A Interim fix

A
A

An interim fix (iFix) applies to a specific VIOS servicepack (ie. fix level) and provides a fix for a specific issue.

The official fixes are typically bundled in the next VIOS servicepacks and / or fixpacks. Applying one or more iFIX's will not
alter the VIOS VRMF level.

. . L. © Copyright IBM Corporation 2016. Technical University/Symposia materials
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VRMF i Changes to VIO Maintenance

Virtual I/O Server (VIOS) Maintenance Strategy

Updated with description for new Minipack and change to fix level numbering scheme (May 2015)

VIOS release Translate this page

VIOS Releases contain product enhancements, new function, new hardware support and fixes. Select Language E
New VIOS releases are typically released once per year. A VIOS release is reflected by an = Translate
increase to the version, release, and/or maintenance level number(s) (See VRMF section).

VIOS service strategy

VIOS follows the standard IBM software lifecycle which provides three years of standard support per
release plus two years of extended support at an additional cost.

The VIOS service stream has four delivery vehicles: Fixpacks, Servicepacks, Minipacks(New), and
Interim Fixes:

Fixpack

A fixpack (FP) updates the VIOS software to the latest level. It contains new feature / function,
product enhancements, new hardware enablement, and fixes. It is used to upgrade an existing
VIOS to a new VIOS release level while preserving existing customized information. Applying a
fixpack to a VIOS will update one or all of the VIOS's version, release, or maintenance level (see
VRMF section).

Servicepack

Servicepacks contain fixes and new hardware enablement (Power servers and 1/Q). Servicepacks
do not typically introduce new feature function.

A servicepack (SP) applies to a specific VIOS release level only. For example, a v2 2.3 SP (ie.
2.2.3.4) could only be applied to a v2.2.3 VIOS.

Servicepacks are cumulative. For example, SP5 for a particular VIOS release (VRM) will contain
all fixes and HW enablement that was in SP's 1-4.

Applying a servicepack will result in an update to the fix level (last nibble) of the VIOS version, it
does not change the VIOS version-release-maintenance level (see VRMF section).

Minipack
Minipacks (MP) introduced June 2015

A minipack is a supplement to a servicepack. A minipack is very similar to a servicepack in that it
contains a bundle of fixes (same PTF format) but it is targeted to specific enablement (ie HW,

Drwar\i™ actet Thic anahlamant wonild funicalh he delivared via iFIY in the nact Mininarke ara

http://www-304.ibm.com/webapp/set2/sas/f/vios/svcstrategy.html
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Added with VIO 2.2.3.50

A PowerVM will support for LE Linux guest as well as

traditional guests
A Linux (BE)
A AIX
A IBM i

A Linux Little Endian Guest VM Support(LE)
A RHEL7.1

A SLES 12

A Ubuntu 14.10

A Ubuntu 15.04

A Hardware Support E850

A Past session at i-UG

SAMBA on Linux on Power for IBM 1 specialists
A http://media.wix.com/ugd/bd23da 8b16bfdc4d94448e94295acc4fad8885.pdf

. . L. ‘ © Copyright IBM Corporation 2016. Technical University/Symposia materials
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VIO 2.2.4 + Firmware 840 + HMC 8.8.4.0

Almproved performance

A VM Mobility with SR-IOV Adapters (vNIC)
A Live Partition Mobility (LPM) improvements

A New features for Shared Storage Pool

A Greater scalability

A OpenStack cloud deployments via new NovaLink architecture

A Integrated Facility for Linux (IFL) enhancements

ANew Virtual HMC
PowerVM 2.2.4 - developerWorks

. . L. ‘ © Copyright IBM Corporation 2016. Technical University/Symposia materials
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https://www.ibm.com/developerworks/community/wikis/home?lang=en_us

Easier Install via HMC GUI

A HMC enhancement

A V7R7.7.0 SP1

A Readme - http://www-
933.ibm.com/support/fixcentral/firmware/readme?fixid=MH01343#enhance

A fAdd a GUI enhancement for the installation of VIOS, allowing the user to install the
Virtual 1/0O Server and managing Virtual I/O Server images using a GUI interface. 0

A SP2 recommended

A See AlXpert blog entry:

A https://www.ibm.com/developerworks/community/blogs/aixpert/entry/upgrading_to_h
mc_v7r770_upgrade_to_service_pack 2_immediately?lang=en

A InfoCenter

A http://pic.dhe.ibm.com/infocenter/powersys/v3rim5/topic/p7hbl/iphbl vios configuri
ng installhmc dvd.htm

A Past session at i-UG

A http://www.nisug.org/nisug/index.php?option=com_remository&ltemid=84&func=filei
nfo&id=121
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Activating the VIOS partition

@ hrcll: Profile - Mazills Firefox: 18k Edition -Fm

| B Bl LL s L-kil:l'llLL"l'll_l"l'l'l.,,"'n‘!l:,'_-J:l.n'.l ' |

Activate Legical Partitienoldbacesios
Lopezl Parbbon name

ol eeiond

ﬁ Thi= kzpral partitinn fas nnt k== ardivated helne, ™ = emommrariaeid
Fhstl spzmn inned all o wizlonsl 1T Simnrme sl Ehis s

Lr;ml Virbual [0 Server as part of schyaBon process?
T

=MD

ekl A penlle hiekewr G adivad B 1bs Lepeal periitinn =i

I Lopezl Parbbon prchies:
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-I'H'I i'.nrnlll Ilep

@ rmell: Profile - Momlla Firetoi 1EM Edtin
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With HMC 8.8.2 SP1 (2015) i New view

Wirual Sharxge Gadupba HEn
Wirhml sicrspe maragemesicar be el b Toeoegs e slasgs —phl Bes elmor measgeZ eplan Mz ke cxrligasicor

s ataa wlanee drevad Do wra sllaaded o s Vabheal FO Sarowt T8700 a0 Jw nssamed sl K10 Toe vas whey a32

WO D SN0 Y SN Dol (0 S0 e e U D S D el W LI
FLTH =
rmenl fiarnge FAY TR “hares Arorge Pod Cheds
‘- FreallTlanay

oY weual ks

B vinew nonsge

B | b Skl o L
B Saresd S Erel
B croimnprocoaso o
B chaes Verzs Med

HMC V8RS8.2.0 included a "technology preview" of a new,
redesigned HMC GUI

HMC 8 requires:
Rack Mount CR5 or newer
Desk-side C08 or newer
At least 2 GB of memory

| &= mers b

Forum/feedback via nttps:/mwww.ibm.com/developerworks/community/forums/htmi/forum?id=45c57f22-9da9-4e3c-bb9b-75a5¢9d177a0&ps=25

Video - https:/mww.youtube com/watch?v=vWaivdwg2Vvs

Note: HMC V8R8.3.0 SP2 / HMC V8R8.4.0 SP1 (03-2016)
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Use HMC to Create Shared Ethernet Adapters

Manage Profiles or Dynamic Partitioning Virtual Network Management

Create Virtual Ethernet Adapter - VIOS? Virtual LANs

General | Advanced Use Virtual VLANS to view the VLANs defined for the managed

system. You may also view VLANs by their partition participation by

Virtual ethernet adapter changing the "View by" selection to Partitions.

Adapter ID : |21
VSwitch : View bY: "\ ans H
WITER ETHERNETO(Defaul) 7
Paort virtual Ethernet (VLAN ID): 107 j e e Select a virtual local area network (VLAN) to manage. You then can
view configuration details for the VLAN and select management tasks
for the VLAN.

IEEE Settings Select | VLAN ID  Bridge

Select this option to allow additional virtual LAN IDs for the adapter. e

99
[C] 1IEEE 802.1q compatible adapter ® |107
C 248 VIOS3(entd), VIOS4(ents)
Shared Ethernet Settings
Select Ethernet bridaing to link (bridge) the virtual Ethernet to a physical network De:":_t_ ehared Ethermet Adaot
. . . arcatons are erne apters
Fﬁ?;ﬂi:ﬁﬂ:er fOE ?tss;nft brldglng Partition Virtual Adapter Shared Adapter Priporit\r VIOS
1 E VIOS7 | entd(Slot 21)

VIOS8 ent4(Slot 21
ﬁ Cancel Help ¢ )

*

A Forces user to make one VIOS Primary and one Secondary for each SEA
A Prevents broadcast storm

A Change specific settings using chdev after building the SEA if necessary

may not be reproduced in whole or in part without the prior written permission of
IBM.
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VIO Server 1

Client
LPAR

Client
LPAR

VIO Server 2

Ethernet
Switch 1
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Simplify SEA Failover

ANo Need for a Control Channel

ARequirements
A VIO server 2.2.3 or higher
A HMC 7.7.8 or higher

A System Firmware 780

ANote i Function was not availableoni B0 mo d e |
servers
AIBM Power 770 (9117-MMB)
AIBM Power 780 (9179-MHB)

A VLAN ID 4095 not in use

. . L. © Copyright IBM Corporation 2016. Technical University/Symposia materials 19
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Simplify SEA Failover

A Verify VLAN IDs and Trunk Priorities

padmin@viol $ entstat
Priority: 1

Port VLAN ID: 11

padmin@viol$ entstat

Priority: 1
Port VLAN ID: 12
padmin@viol$ entstat
Priority: 1
Port VLAN ID: 13

i all entl | grep
Active: False

rall ent2 |grep
Active: False

rall  ent3 |grep
Active: False

-1}

-1}

)]

Pr i

Pr i

Pr i

y| Por

y| Por

y| Por

VL

VL

padmin@vio2 $ entstat
Priority: 2

Port VLAN ID: 11

padmin@vio2$ entstat

Priority: 2
Port VLAN ID: 12
padmin@vio2$ entstat
Priority: 2
Port VLAN ID: 13

I all entl | grep
Active: False

ral ent2 |grep
Active: False

rall ent3 |grep
Active: False

-1

)]

-1

Pr i

Pr i

y| Por

y| Por

y| Por

VL

VL

VL
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Simplify SEA Failover

A Create your Shared Ethernet Adapter

padmin@viol$ mkvdev iseaent0 i vadapter entl ent2 ent3
I default entl I defaultid 11 I attr ha_mode=sharing

ent4 Available

x [ ctl_chan=ent# ]

padmin@vio2$ mkvdev iseaent0 i vadapter entl ent2 ent3
I default entl I defaultid 11 71 attr ha_mode=sharing

ent4 Available

x [ ctl_chan=ent# ]

may not be reproduced in whole or in part without the prior written permission of
IBM.
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Simplify SEA Failover

A Verify VLAN IDs and Trunk Priorities

Vs

padmin@viol $ Isdev

attribute  value
accounting disabled
adapter_reset yes
ctl_chan

gvrp no
ha_mode sharing
hash_algo O

jumbo_frames no
large_receive yes
largesend 1

lldpsvc no

netaddr 0

nthreads 7

pvid 15
pvid_adapter entl
gos_mode  disabled

queue_size 8192
real_adapter
send_ RARP yes
thread 1
virt_adapters

ent0

-dev ent4

entl,ent2,ent3

T attr

description

Enable per - client accounting of network statistics
Reset real adapter on HA takeover

Control Channel adapter for SEA failover

Enable GARP VLAN Registration Protocol (GVRP)
High Availability Mode

Hash algorithm used to select a SEA thread

Enable Gigabit Ethernet Jumbo Frames

Enable receive TCP segment aggregation

Enable Hardware Transmit TCP Resegmentation
Enable IEEE 802.1qgbg services

Address to ping

Number of SEA threads in Thread mode

PVID to use for the SEA device
Default virtual adapter

N/A

Queue size for a SEA thread
Physical adapter associated with the SEA
Transmit Reverse ARP after HA takeover
Thread mode enabled (1) or disabled (0)
List of virtual adapters associated with the

for

non- VLAN tagged

user_settable
True
True
True
True
True
True
True
True
True
True
True
True
True
packets True
True
True
True
True
True
SEA True

IBM Systems Technical Events | ibm.com/training/events

) )

IBM.

© Copyright IBM Corporation 2016. Technical University/Symposia materials
may not be reproduced in whole or in part without the prior written permission of

22




Simplify SEA Failover

A Where is the Control Channel

padmin@viol$ entstat T all ent4|grep i AContr ol Channel P
Control Channel PVID: 4095

padmin@viol$ entstat T allentd4 | grep I i state
State: PRIMARY_SH

padmin@vio2$ entstat 1 all ent4 | grep i AContr ol Channel P
Control Channel PVID: 4095

padmin@vio2$ entstat T all entd4 | grep I i state
State: BACKUP_SH

. . L. ‘ © Copyright IBM Corporation 2016. Technical University/Symposia materials 23
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Remove Existing Control Channel

VIO Server 1 Client LPAR VIO Server 2

ent6 ent6
SEA SEA

IBM Systems 1ecnnical EVENTS | IDM.COM/raining/events #
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Simplify SEA Failover

A Requires both SEA adapters in a defined state (outage)

padmin@viol$ oem_setup_env
root@viol# rmdev 1| ent6
ent6 Defined

or

padmin@viol$ rmdev idevent6 -ucfg
ent6 Defined

padmin@vio2$ oem_setup_env
root@vio2# rmdev 1| ent6
ent6 Defined

or

padmin@vio2$ rmdev iTdev ent6 - ucfg
ent6 Defined

IBM Systems Technical Events | ibm.com/training/events
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Simplify SEA Failover

A Blank out the control channel

root@viol# Isattr i Elent6 1 actl chan
ctl_chan ent4 Control Channel adapter for SEA failover True
root@viol# chdev 11ent6 ifa ctl chan=no

ent6 changed

padmin@viol$ Isdev T1deventé T attrctl chan

ctl_chan ent4d Control Channel adapter for SEA failover True
padmin@viol$ chdev idevent6 Tattr ctl chan=A0
ent6 changed

root@vio2# Isattr i Elent6 1 actl chan
ctl_chan ent4d Control Channel adapter for SEA failover True
root@vio2# chdev 11l ent6 fa ctl chan=no

ent6 changed

padmin@vio2$ Isdev T1deventé T attrctl chan
ctl_chan ent4 Control Channel adapter for SEA failover True
padmin@vio2$ chdev idevent6 Tattr ctl chan=nA0o

ent6 changed

IBM SYStemS TeChnicaI Events | Ib m.co m/training/events ' ' may not be reproduced in whole or-in part without the prior written permission of
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Simplify SEA Failover

A Requires both SEA adapters in a defined state (outage)

root@viol# mkdev Tl ent6
ent6 Available

or

padmin@viol$ cfgdev 1idev ent6
ent6 Available

root@vio2# mkdev 11 ent6
ent6 Available

or

padmin@vio2$ cfgdev 1idev ent6
ent6 Available

IBM Systems Technical Events | ibm.com/training/events
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Simplify SEA Failover

A Where is the Control Channel

padmin@viol$ entstat Tall ent4 | grep
Control Channel PVID: 4095

(] AContr ol Channel P

padmin@viol$ entstat T allentd4 | grep I | state
State: PRIMARY_SH

padmin@vio2$ entstat T all ent4 | grep i AContr ol Channel P
Control Channel PVID: 4095

padmin@vio2$ entstat T all entd4 | grep I i state

State: BACKUP_SH

IBM Systems Technical Events | ibm.com/training/events
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Simplification Summary

A Simplified SEA Failover setup
A If you do not specify a control channel (ctl_chan) when
running mkvdevisea €é The system wil|l A
Fail over fpartnero adapter i n th
A Discovery protocol uses VLAN id 4095. If this is one of your

actual tagged VLANS, you must continue to use control
channel on both sides

A Multiple SEA pairs in the machine can share VLAN 4095 for
discovery

A This is still SEA failover, and we still set priority 1 or 2 on the
trunked virtual adapter in the SEA

A VIO server 2.2.3, HMC 7.7.8, Firmware 780. Not supported on
MMB or MHB at this time.

A Perhaps we stay consistent with our current Power7 practices,
and use this for new Power8 machines.
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Shared Storage Pools

Linux { %
PowerVM

PHYP PHYP

PHYP PHYP
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VIO 2.2.3

A Shared Storage Pool Enhancements
I Pool Resiliency 1 mirror the storage pool (two failover groups)
I Pool shrink by removing physical volume
i Dynamic disk growth in the pool
I Scaling i more clients, larger physical volumes
I New lu, pv, failgrp commands
I Cluster wide operations performed concurrently

i VIO 2.2.2 added
A ability to roll out updates to VIO servers without stopping the cluster
A In case of failed repository disk, cluster remains active, no changes, until disk is replaced
A VLAN tagging supported in the cluster

A developerWorks articles to get started
A Shared Storage Pool 4 - Best Practice & FAQ blog i Nigel Griffiths

A https://www.ibm.com/developerworks/community/blogs/aixpert/entry/Shared Storage Pool 4 Best Practice FAQ?lang=en
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Shared Storage Pool Limits

Feature Min Max

A Number of VIOS Nodes in Cluster 1 16
A Number of Physical Disks in Pool 1

1024
A Number of Virtual Disks (LUs) Mappings in Pool 1 8192
A Number of Client LPARSs per VIOS node 1 200
A Capacity of Physical Disks in Pool 10GB 16TB
A Storage Capacity of Storage Pool 10GB

512TB
A Capacity of a Virtual Disk (LU) in Pool 1GB ATB
A Number of Repository Disks 1 1
A Capacity of Repository Disk 512MB 1TB
Recommended VIO server requirements I per SSP node

A Minimum CPU: 1 CPU of guaranteed entitlement
A Minimum memory: 4GB

A Storage requirements per SSP cluster (minimum):
A One fiber - channel attached disk for cluster repository , 1 GB

A At least —one fiber channel attachesgh r daia o ioal University/Svmosia mater
IBM Systems Techn icaPEventS | ibm.co mﬁraining/ events gay not b?ﬂi};&%ﬁ \?vhcigﬁ'.i-rﬁ;hrt v(\:/iilhgut tﬁes ;)rlllc?ry wr?t?esnaperantw?sglsn of
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New command: lu

$lu -list
POOL_NAME:test_pool
TIER_NAME: SYSTEM
LU _NAME

aix2 -rootvg 10240
aix3 -rootvg 20480
aix4 - rootvg

aix6 -rootvg 40960
aix7 -rootvg 51200

IBM Systems Technical Events | ibm.com/training/events

SIZE(MB)

102400
aix5 - rootvg 10240

UNUSED(MB) UDID
ad4fsd...
242eac...
56e22b...
1a4758...
bfa955...
599ad4...

) )
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New command: pv

$ Ispv

NAME PVID VG STATUS
hdiskO 00f629dbc192abd7 rootvg active
hdiskl 00f629dbbe759aa5 caavg_private active

hdisk?2 00f629dbbe7c9b29 None
hdisk3 00f629dbbd739cbe None

$ pv -list

POOL_NAME:test pool

TIER_NAME: SYSTEM

FG_NAME: Default

PV_NAME SIZE(MB) STATE UDID

hdisk2 1048576 ONLINE 3C231IBM FlashSystem
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Shared Storage Pool Enhancements
with VIOS 2.2.4

A Storage tiers within a Shared Storage Pool
A greater flexibility and control for quality of service
A lIsolation
A redundancy
A up to 10 tiers of storage within a storage pool

A Dynamically grow a virtual disk

A Technical webinar with Nigel Griffiths

A 18 Nov 2015 - http://tinyurl.com/PowerSystemsTechnicalWebinars
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Live Partition Mobility

A Evacuate option
migrlpar 1o m i m source_server it target_server 1 -all
https://www-01.ibm.com/support/knowledgecenter/9117-MMD/p7hc3/iphc3serverevacuation.htm?cp=9117-MMD

A Checklists

A Preparation - http://www.redbooks.ibm.com/abstracts/tips1185.htmI?0pen

A Setup - https://www.redbooks.ibm.com/Redbooks.nsf/RedbookAbstracts/tips1184.htmI?Open

A Performance suggestions
i large_send, large_receive on physical adapters in VIO

I Suggesting tcp_sendspace, tcp_recvspace 524288 on VIO
Interface

I Jumbo frames if your environment supports it
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Live Partition Mobility enhancements
with VIOS 2.2.4

A Better NPIV storage validation

A disk level validation - check that individual disk LUNs assigned to
the partition are usable on the target system

A Improved performance
A support network bandwidth up to 35Gb

A Improved resiliency
A Allow LPM even when one VIOS has failed

A Allows selection of vSwitch name on target system

See developerWork -

https://www.ibm.com/developerworks/community/wikis/home?lang=en us#!/wiki/Power%20Systems/page/Live%20Partit
i0n%20Mobility%20%28LPM%29%20improvements%20in%20PowerVM%202.2.4
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Performance Advisors

AThree advisors avail abl eé.
A PowerVM Virtualization Performance Advisor i runs on an AlX partition
A Java Performance Advisor (JPA) i for Java/WAS applications running on AlX

A VIOS & Virtual Ethernet (built-i n VI OS function in v2.
command)

A Run advisors on test or production systems
A evaluate performance / receive guidance

AMBultin Smartso to detect common probl e
A Available on developerWorks i No charge

A VIOS Commands - topas, nmon, or topas_nmon
A HMC Performance views
A IBM iDoctor for i i VIOS Investigator

may not be reproduced in whole or in part without the prior written permission o
IBM.
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IDoctor VIOS Investigator i Start Data Collection menu in GUI

A First add VIOS partitions to the iDoctor connection list

A Use this wizard to start an NMON collection via iDoctor GUI
A SSH 2.0+ must be installed on the VIOS.

A The user id must be authorized to run topas_nmon

BB Idochln: WIOS Investigatar - #1

C-Ef VIOS Investigator Library Desc. . . |
[E‘Eﬂ Librarieg Hame Start MMOM Collection Wizard - Welcarme i
- (B pisk map: Explare
- SOL tab L Filter Libraries...
Ggl Super co Welcome to the Start NMON Collection \Wizard
1 1 e This wizard will guide you through the process of starting an MMOM collection
% Work msry; Create Disk Mapplng MOStD IEH I) on the Al or WI0S spztem of your choice.
@ AZPs= I Start Collection..,
Ea Disk uniy Import Collectionis) fram PC...
A Obhjects ) .
[E:.ﬂ ] I Irmport Collection fram IBM i,
Open Mew Data Wiewer

“You may cancel thiz wizard at any time by clicking Cancel.

| Heut » | Cancel Help

A N © Copyright IBM Corporation 2016. Technical University/Symposia materials
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Monitoring with VIOS Advisor

IBM Systems Technical Events | ibm.com/training/events

\

© Copyright IBM Corporation 2016. Technical University/Symposia materials
may not be reproduced in whole or in part without the prior written permission of

© Copyright IBM Corporation 2015'BM-

A1

41



\/I0S Performance Advisor

A Default Installed with VIOS starting with Version 2.2.2 (late
2012)

A Easy to use
A Run from VIOS command line with one parameter
A part <duration of monitoring period in minutes>
A Recommend running for at least 30 - 60 minutes
A Minimum = 5 minutes, Maximum = 1440 minutes (24 hours)
A Output is written to file vios_advisor.xml in directory where tool is located

A Send file back to workstation and directory where tool was unzipped and
open the report
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part - Components Monitored

Types of advisory reports generated by VIOS
Performance Advisor tool:

A System configuration advisory report

A CPU (central processing unit) advisory report
A Memory advisory report

A Disk advisory report

A Disk adapter advisory report

A 1/0 activities (disk and network) advisory report

An option for VIO servers below v2.2.2.1
https://www.ibm.com/developerworks/wikis/display/WikiPtype/VIOS+Advisor
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VIOS Performance Advisor Summary View

VIOS Performance Advisor

The ratings and recommendations in the table below were chosen with the following information
Hostname : virt002 austin.ibm.com

PartitionlD: 1

Monitoring Start Time : 08/17 13:25:13

Monitoring Stop Time : 08/17 13:30:13 Duration : 5 min

IBM Sy Workload E link: hitp #ibm.convsystems/supporttoolsiestimator (VIOS Sizings)
SYSTEM - CONFIGURATION VIOS - CPU
Name Value Name Measured Recommended First Last Risk Impact
. Value Value Observed Observed 1=lowest 1=-lowest
u Processor Family POWER7 5=highest 5=highest
- 7 = § 08117 P ;
u Server Model 1BM.9117-MMC 0 CPU Capacity 40ent = st L . nfa nia
Server Frequency 3.920 GHz " avg:27.1% (cores:1.1) e L, : . .
u u CPU Consumption high:27.4% (cores:1.1) nia nia
u Server - Online CPUs 16 cores . 0817
= u Processing Mode Shared CPU, (UnCapped) - 13:25:13 - nia nia
u Server - Maximum Supported CPUs 64 cores Vartable Capach 03”;
Y
- ' G 128 129-255 4 1 8
u VIOS Level 2210 =5 ' Weight 13:25:13
- o 0817 7
Bl viosAgusorRelease 081711A &9 viruaiProcessors 4 ; 13:25:13 : w2 i
& surioce SMT4 . DAL 5 - nia nia
VIOS - /0 ACTIVITY 132543
Name Value SYSTEM - SHARED PROCESSING POOL
u Disk /O Activity avg: 1906 iops @ 103KB peak: 1893 iops @ 57KB Name Measured Recommended First Last Risk Impact
P Network VO [ avgSend: 9641 lops 0.6MBps , avgRov: 75914 lops 97.7MBps | [ peakSend: 9956 lops 0.6MBps , peakRov: = olsa ;-highe;t ;_mgn:;t
Activity 78668 iops 112.5MBps ]
0 Shared Pool Monitoring  enabled - ?g’;: 13 - n/a nia
VIOS - DISK ADAPTERS =i
“0  Shared Processing 16.0 ent 08117 " p
Name Measured Recommended First Last Risk Impact Pool Capacity ont. ' 13-25:13 - na na
Value Value Observed Observed 1=lowest 1=lowest = avg_free-14.9 ent
< . = : | ; N =
S=highest S=highest 0 Free CPU Capacity st kA8 o nia nia
FC Adapter 08117
2 - n/a nla
Count 13:25:13 VIOS - MEMORY
Sl rc Avgi0ps avg: 827 iops @ 3KB 2 0an7 oen7 n/a nia
u 13:2513 13:30:13 Name Measured Recommended First Last Risk Impact
FCldiePort (e i 0817 0817 = R N Yama Constvol B Dbee vad ;m‘“' ;:’h""e“s"
% fcs1) 13:25:13 13:30:13
0817
FC Adapter R L L P o Real Memory 4000GB 7.000 GB - 1 5
Utilization pass A nia 132513
5 0 Available 0817 0817
o FC Port Speeds  running at speed - s s na nia u MbioN 0571GB 1.5 GB Avall o6 506550 na nia
0817 08/17
VIOS - DISK DRIVES o Paging Rate 163.8 MB/s pg rate No Paging 132523 1330:00 n/a nfa
Name Measured Recommended First Last Risk Impact Q :agmg Space 450068 > ?2’;2 = 2 na nia
Value Value Observed  Observed  1=lowest 1=lowest iza =
S=highest S=highest ; zfe:czag'ng 1.491 GBfree < 2 2 na nia
Physical Drive 0817 B
13 - n/a nia .
Count 13:25:13 o Pinned Memory 0.748 GB pinned - - - n/a n/a
1/Os Blocked 3 P & 08117 0817 ;
L (hdisko) high:9.1% U/Os blocked 5.0% orless 132545 132845 n/a n/a
Long VO = E % =
Latency pass na nia
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Color-coded Icons

V105 - Shared Ethernet Adapters

Mame Measuredl
Value

SEA 2)

kN  Adapter 1
Count
B Mapping:

o = SEA Physical :
(entd ) (entd),Virtual :

(ent? ent3)

SEA (20

& LargeSend - Enabled
entd
SEA (20

! LargeReceive Disabled
-entd
SEA (20

& Thread - Enabled
entd
Phy ]

& FlowControl Enabled
- ent
Phy (20

& LargeSend - Enabled
entd
Phy 2

€ LargeReceive Disabled
-entl

Sudggested
Value

Enabled

Enabled

Biol-Aemmart 4=lmuvacst A=hinbaot
= f LAl = t =

First Last Risk Impact
Observed Observed

09/29/2014
01:34 PM

09/29/2014
01:34 PM

Icons Definitions

&

Information related to configuration parameters
Values acceptable in most cases

Possible performance problem

Severe performance problem

Investigation required

X
Q
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VIOS Performance Advisor Summary View

VIOS Performance Advisor

The ratings and recommendations in the table below were chosen with the following information:
Hostname : virt002.austin.ibm.com

PartitionID: 1

Monitoring Start Time : 08/17 13:25:13

Monitoring Stop Time : 08/17 13:30:13 Duration : 5 min

IBM Systems Workload Estimator link: htip:/fibm.com/systems/supportiools/estimator (VIOS Sizings)

SYSTEM - CONFIGURATION

Name Value
u Processor Family POWER7Y
u Server Model IBM,9117-MMC
u Server Frequency 3.920 GHz
u Server - Online CPUs 16 cores
u Server - Maximum Supported CPUs 64 cores
ﬂ VIOS Level 221.0
u VIOS Advisor Release 081711A

VIOS - /O ACTIVITY

Name Value

u Disk 1O Activity avg: 1906 iops @ 103KB peak: 1893 iops @ 57KB

Network 1/O [avgSend: 9641 iops 0.6MBps , avgRcv: 75914 iops 97.7MBps ][ peakSend: 9956 iops 0.6MBps , peakRcv:
Activity 78668 iops 112.5MBps ]
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VIOS Performance Advisor Summary View

VIOS - DISK ADAPTERS

Name Measured Recommended First Last Risk Impact
Value Value Observed Observed 1=lowest 1=lowest
5=highest 5=highest
FC Adapter - 08117 )
B count z 13:25:13 hia e
- . . 08117 08/17
u FC Avg IOps avg: 827 iops @ 3KB - 13:25:13 133013 n/a n/a
I FC Idle Port: ( ; ) 08117 08117
8 | fes1) e 132513 133013 ¢ t
95 FC Adapter ) A 3
D | Uiiiaton pass e e
0 FC Port Speeds running at speed - - - n/a n/a
VIOS - DISK DRIVES
Name Measured Recommended First Last Risk Impact
Value Value Observed Observed 1=lowest 1=lowest
5=highest 5=highest
Physical Drive : 08117 )
&8 count 3 13:25:12 i aia
1/Os Blocked - 08117 0817
' (hdisk0) high:9.1% I/Os blocked 5.0% orless 130545 13:28:45 n/a n/a
o4 Longl/O ) ) )
o Latency pass n/a n/a
‘ © Copyright IBM Corporation 2016. Technical University/Symposia materials
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VIOS Performance Advisor Summary View

Click on any topic to get more details, including recommended actions.

VIOS Performance Advisor

TVIOS Performance Recording Summary
Hostname : bilv2
PartitionlD: 2
IBM Svstems Workload Estimater (VIOS Sizings)

Advisory Report

System - Configuration

VIOS - Processor

Name Value Name Measured
Value
Processor Family Architecture PowerPC Implegpfnfinn POWERT _COMPAT made Fd hit
Server Model IBM 9117-MMB | This value is an average of processor consumption by the VIOS & CPUCapacity(?2)  1.0ent
Server Frequenc 3500.0 MHz parition.
4 ¥ S This value is calculated when the VIOS is busy,and not idle. a CPU ?)  Average:37.0% (cores:0.4) High:55.0%
Server - Online CPUs 1.0 cores consumption (cores:0.6)
. Higher processor consumption can cause delays in /0 processing, ] 5
Server - Maximum Supported CPUs 2.0 cores as well as delays for disk access and network operations [ ] ;?::55'"9 ** | Shared CPU (Capped)
VIOS Level 2230
. Virtual @
VIOS Advisor Release 01 (] D r——— 1
VIOS - 0 Activity @ SMTMode (2 SMT4
Name Value
Disk IO Activi ?) | Awverage 1810 (@ 4.85 KB Peak: 6572 @ 6KB
ty e e e VIOS - Memory
. 5 [ Average Send: 67 (@ 3.0 MBps , Average Receieve: 67 @ 72.1MBps ][ Peak Send: 83 @ 4.1
Network I'D Activity “) | MBps  Peak Receive: 83 @ 90 4MBps | Name Measured Suggested
Value Value
VIOS - Disk Adapters | Real Memory (2  4.000 GB 4.000 GB
Name Measured Suggested | First Last Risk = Impact o Available i e e
‘ © Copyright IBM Corporation 2016. Technical University/Symposia materials
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VIOS Advisor - CPU Advisories

Receive early detection of potential performance inhibitors.

WARNING: Best practice is for
VIOS to have an increased priority
when in uncapped shared processor

mode.
LEGEND
Informative Warning
Investigate Critical
Optimal
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