Cloud Pak for Network Automation:
New features and capabilities

Sanil Nambiar
CTO, Telco network cloud offerings,
IBM Asia Pacific.



Legal Disclaimer

© IBM Corporation 2020. All Rights Reserved.

The information contained in this publication is provided for informational purposes only. While efforts were made to verify the completeness and accuracy of the information contained in this
publication, it is provided AS IS without warranty of any kind, express or implied. In addition, this information is based on IBM’s current product plans and strategy, which are subject to change by
IBM without notice. IBM shall not be responsible for any damages arising out of the use of, or otherwise related to, this publication or any other materials. Nothing contained in this publication is
intended to, nor shall have the effect of, creating any warranties or representations from IBM or its suppliers or licensors, or altering the terms and conditions of the applicable license agreement
governing the use of IBM software.

References in this presentation to IBM products, programs, or services do not imply that they will be available in all countries in which IBM operates. Product release dates and/or capabilities referenced
in this presentation may change at any time at IBM’s sole discretion based on market opportunities or other factors, and are not intended to be a commitment to future product or feature
availability in any way. Nothing contained in these materials is intended to, nor shall have the effect of, stating or implying that any activities undertaken by you will result in any specific sales,
revenue growth or other results.

© 2020 IBM Corporation



Now

part of IBM oud Pak Strategy

IBM delivers Al-powered software for specific use cases to predict, automate, and secure a smarter business. They are packaged as Cloud
Paks that include: Containerized software, foundational services and Red Hat OpenShift.
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Deliver proactive telco network transformation
IBM Cloud Pak for Network Automation and IBM Cloud Pak for Watson AlOps

Al-powered preventive
intelligence:

— Anomaly detection
— Patented Al entity linking

— Fault localization &
blast radius

— Change risk management

— Runbook automation
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IBM Cloud Pak for
Network Automation

— Normalized lifecycle
management

— Intent-driven orchestration

— Service design and testing

— Robotic — Natural
Process language
Automation interactions

IBM Cloud AWS
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— Dynamic service
assurance

— Closed-loop operations

— Process and
task mining

Microsoft
Azure
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IBM Cloud Pak for
Watson AlOps

— Incident resolution

— Hybrid application
management

— Observability
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— Blast radius
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detection

— ChatOps
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What is the IBM Cloud Pak for Network Automation?

Automate network and service design, deployment and operations with intent-driven orchestration and
closed loop operations
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modeling orchestration and testing assurance operations
Al and machine learning
-------------------------------------------------- VINF/CNF certification and open multivendor ecosystem
Foundational automation services
— Robotic Process — Natural language — Process and task — Event detection — Machine learning — 3dParty — Operational models
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&, Red Hat
S OpenShift
IBM Cloud AT Microsoft Googe VMware Private IBMZ End points
Azure Cloud IBM LinuxOne

Y |IBM Power
ﬁ = D Systems @

IBM Network Automation / © 2020 IBM Corporation



Comprehensive service lifecycle management benefits all teams
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Network
‘@’ Engineer
Needs to quickly

onboard all
PNF/VNF/CNFs

RS

Normalized lifecycle
model

Closed-loop operations /{6:}\'

oOda 3
AOQO 1‘1
OA:: )

Dynamic service
assurance

N

Site Reliability
Engineer

Wants to automate fixes
and changes with clarity

2

Network Service
Engineer

Desires to design with intent
and have 1-click
deployment

@

Service Design
and Testing

20
s

Intent driven
orchestration



IBM Cloud Pak for Network Automation Offering Capabilities

Declarative Machine-
Driven Automation
(intents)

Models the desired service
operational state rather than
pre-programming workflows
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Automated Certification and
Behaviour testing

Automation for the service itself
and underlying resources for
test, pre-production, and
production environments

Al-driven Change
Management

Automated feedback loop
between assurance and
orchestration to enable zero
touch operations



IBM Cloud Pak for Network Automation Use Cases

Network site deployment

Standardize and automate
cloud buildout across
multivendor infrastructures to
speed service delivery

IBM Network Automation / © 2020 IBM Corporation

vRAN / Open RAN

Turnkey deployment and
management of open and
virtualized radio access
networks across multi-vendor
systems

5G Network Slicing

Automated lifecycle
management for differentiated
enterprise 5G virtual network
services on top of a shared
physical infrastructure



IBM Cloud Pak for Network Automation Offering Capabilities:
Declarative Machine-Driven Automation



Comparison of automation approaches

Imperative Workflow

Code/Scripting @ =GO

High
All possible system lifecycle scenarios and

their coordination across xNF tasks are
engineered in scripts/code

Low
Well tested software development
process can reduce risk of errors.

High
Changing the topology of a CNF or
Network Service is a major code re-

e \WTite.

Medium

All possible system lifecycle scenarios
and their coordination across xNF tasks
are drawn in workflow.

High
Workflows for ad-hoc network services
have high fallout rates.

High
Changing topology of a CNF or
Network Service is a rewrite of all

e WOrkflows.

Low

No coding or workflows. CP4NA models
relationships and dependencies between
xNF lifecycles

Low

Opinionated patterns are well
productised, dramatically reducing
errors.

Low

Topology changes are supported with
no code changes. Opinionated
patterns manage change with no
downtime.
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Applying Cloud Native techniques to the full network stack

xNF Standard
Lifecycle

* Wrap VNFs/CNFs/PNFs
with a self contained
operational lifecycle

* Natively onboard
autonomous CNF
Operators

Intent driven
Orchestration

Focus on modelling the
network service rather than
programming lifecycles

Auto reconcile network
services to cope with planned
and unplanned xNF changes

Cloud based tool
chain

Tools to enable automated
onboarding and testing of xNFs
and network services

Self service network
service/slice design and
behaviour testing

Lifecycle

Automation

0%

100%



Intent Orchestrator generates execution plan based on desired
network service state

Intent Engine g4 Automated Lifecycle Execution

Generate delta graph of desired state Automatically create execution plan of
based on current topology and requested standard lifecycle tasks required to deliver
service delta

Video Streaming
Network Service

Video Streaming Network Service

TTT

VideoStreaming VNF  ZEEEEEEER ' VNF Package N
Video Tt 9
=)
Streaming om = - B@
VNF = B

VNF component lifecycles are well tested, versioned and
automatically orchestrated into being with no human intervention
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First step builds a desired graph of assemblies and components resolving

placement and identifying shared components
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Specifications of VNF
packages

and VNF Topolog

Current state of
library and shared
components

e Build desired

assembly graph from
assembly descriptions
held within the

Desired NS Graph

Catalog

 Resolve references to

shared resources

* Resolve placement

strategies

e Retrieve the current

assembly graph from g

the Topology

y :




Second step calculates difference graph required to put the assemb=y
into the desired state

Desired NS Graph Current NS Graph
I
1 = Calculate the minimal
\ | H difference between the
P o two graphs
= = 7
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Intent difference graph organises NS and VNF transitions and

executes them
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* Translate graph into a sequence of tasks to bring all Network Service and VNFs into desired state
« QOrganise sequencing of tasks based on relationships and property dependencies

Intent

Execute Transitions
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IBM Cloud Pak for Network Automation Use Cases:
Full Stack Network Cloud Automation with the CP4ANA Site Planner.



Network Core Cloud & Edge sites

Core/IMS/EPC

Single Site

N ZE N Z ‘\ F:RTINET zenoss

EEEEEH

Red Hat

ARISTA

Single site with 50-60 large compute
nodes

Dynamic design, tailored for multiple
network workloads

vRAN/Edge
Aggregation .. .. L.
Site Radio Site Radio Site Radio Site

ALTIOSTAR ALTIOSTAR ALTIOSTAR ALTIOSTAR

Many thousands of sites with small servers
Static network workload design



III

O NEENS

The Telco Hybrid Cloud platform has “specia

Massive scale

Hundreds of thousands of network functions must be / . ] \
. . ) . , Migrate 4G workloads to Hybrid Cloud
orchestrated in real time to deliver a holistic network service

* Hundreds of core telco data p —— —

centers delivering mobile NS EPC  EPC M
broadband O 0O O 0O )
Network Service * Complex Telco Data Center and O -
CNF1 ] [CNFZ] network connectivity build taking - R

> 160 days; Target is 72 hours &e ?

Virtual Network Functions Container Network Functions

oTT | 000

5G Network Slicing \

Customer self design and

management of 5G networks, m Puarri:

e Auto placement and tuning of

e

—

5G network function metaswitch  pemespacears
i L Automated lifecycle of custom m T
designed services

Hardware - CPU, Memory, Acceleration, FPGA

Network Fabric

(-

Deploy Radio Access Network @ Scale \
Highly accelerated workloads Single click deploymentand 7
All network workloads are accelerated to deliver high ongoing lifecycle ‘QL . ‘ Am:m
performance very low latency packet processing and analog management of many ‘000’s  © .® o T
to digital Signal processing Of CIOUd Native Virtual RAN - r mg‘;s_.,i“:h ’::l::%:‘ @
\ turnkey systems W /
. 4




III

The Telco Hybrid Cloud platform has “special” requirements
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Design

Cloud HLD

Infra deployment
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IP Networking Plan
VNF Application
HLD/LLD
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Traffic Migration
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procurement and
ship

Transmission BOQ,
procurement and
provisioning

Rack installation
Power on and bios
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Leaf Spine

Configuration

Network Firmware
upgrade

VLAN configuration
Setup SDN
Controller

Create Fabric
Validate Fabric

Cloud Build

Server firmware
upgrade

iLOM configuration
BIOS setting for NFVI
Tune servers
Undercloud
deployment

CEPH storage
deployment
Overcloud deployment
NFVI testing and
validation

Sequence of CSP Network Engineering build tasks

VNF Onboard and
Configuration

Application
onboarding
VNF integration
and reachability
IP/Network
Integration
MME Pooling
readiness

Vendor acceptance

test

Legal Intercept test

Inter Site Integration

* SNOC Integration

* Security clearance

* IT readiness

* Traffic migration

* Handover to
operations



Scaling Network Clouds

100gbps 200gbps

ERICSSON Z ERICSSON Z @ FZ:RTINET Zenb;?ﬂ% Fi:RTINET /= Sterlite ERICSSON Z ERICSSON 2 @ F::RTINET Zenb;?ﬂ% Fi:RTINET /= Sterlite
(" vmme ) vspaw ) vGiDNs ) voMEM ) vIPDR )(CGNAT/GIF)( viogC ) (" vmME )( vspGw ) vGiDNs )( voMFM )( vIPDR )(CGNAT/GIF)( vLogC )
W W
33 16 2 2 9 9 4 33 2 2 2 15 16 8
:
I‘h_-_' .:] I‘h_:] _:] rh_:] _:] r"|___] _:] I’"I___] .:] I‘h_:] _:] I’"l___] _:] I"‘U -:] I‘h_:] -:] r"|___] _:] I‘h_:] _:] I‘h_:] _:] I’"l___] _:] I‘h_:] _:]
U, U\ Y \ Y\ Y \ Y\ . U, Y\ U Y . Y \ Y\ .

Red Hat OpenStack

f)
@ 46 Servers
intel)

Red Hat OpenStack

@

56 Servers
5 g 5 5 12 Switches 5 5 5 5 16 Switches
ARISTA ARISTA
Target Target
* 5 days design per new site * 4 days design per existing site
* 3 days configuration and test per new site e 2 days configuration and test per existing site
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Create full lifecycle automation for each

network, server, VNF and site integration pre-integrated, reusable

component infrastructure
. IPAM . .

Racks Devmes

Connec-
tions

CPANA Service Design &
Behaviour Test Centre

Git Based Cl Pipeline

Combine automations to build

\ 4

Published library of
Automation
components

Site design tooling integrated with Automation
components and CP4NA orchestration engine to
automate the deployment of the complete stack

CP4NA Site Planner

CP4NA Intent Orchestration
Engine

VIM




CPANA enables a Network Cloud factory operating model

~5-20 days automation creation 5 days service & site assembly rules

for new supplier

\

per service & site type

)

Full lifecycle automation for each
network, server, VNF and site
integration component

 Sterfite

Slol0
D@
0I8l0

*IBM/Red Hat to provide off the shelf
component automations for common
infrastrructure

Onboarding Cl
Pipeline

Upgrade Site Components

Orchestration &
Assurance Model

LLD Packing Model

Published library
of Automation
components

5 days per new site
3 days to change existing site

4 days per new site configuration
2 days to change existing site configuration

)

=g Integration
S ! integration
__"-_ i | ! mtegratlon
" | Ship &Build -

Integration

Fix Existing Site Components

|I9POIA %3 S|00] SullesadQ DON uUowwod
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Build & Configure Site

14
12
10
8
6
4
P
0

Vi
\\(7

’ Y
f;ll.\

\'.I."p
f;ll.\

Before With CP4ANA

H Build ® Configure

57% Reduction from 14 to 6 days

Integrate & Test VNFs

60
50
40
30
20

10

Vi
\\(7

’ Y
f;ll.\

\'.I."p
f;ll.\

S

Before With CP4NA

92% Reduction from 51 to 4 days

W Testing
B Site Integration
W Configure

H Onboard

Cumulative person days effort for 100 site rollout

10000
9000
8000
7000 //////’
6000 /’////,

5000 //////,

4000

3000 4”"””””'

2000 A”"””””'

Lo00 / /

Person Days

1 25 50 100
Sites

e=Before =\Nith CP4NA

b

(7/ 79% reduction in person days for software configurable tasks

’ Y
f;ll.\

Assumed 45 new supplier equipment/software are automated in batches of 15 throughout the
site rollout. New suppliers include leaf spine, SDN Controllers, VIM, servers, hardware OEMs,
VNFs



Site planner screens

Organization ~  Devices ~ IPAM ~  Virtualization ~

Organization

Sites
Geographic locations

Tenants
Customers or departments

DCIM

Racks
Equipment racks, optionally organized by group

Device Types
Physical hardware models by manufacturer

Devices
Rack-mounted network equipment, servers, and other devices

Connections
Cables
Interfaces
Console

Power

Power

Power Feeds
Electrical circuits delivering power from panels

Power Panels
Electrical panels receiving utility power

siteplanner-6976c6c45¢-k9rpg

Search

0000 (<}

]

Circuits ~  Power ~  Secrets ~  Other ~

All Objects

Virtualization

Clusters
Clusters of physical hosts in which VMs reside

Virtual Machines
Virtual compute instances running inside clusters

Virtual Infrastructures
Virtual infrastructure running data centre workloads

Managed Entities
Applications and/or services running at the network application layer

IPAM

VRFs

Virtual routing and forwarding tables

Aggregates

Top-level IP allocations

Prefixes
IPv4 and IPv6 network assignments

IP Addresses

Individual IPv4 and IPv6 addresses

VLANs
Layer two domains, identified by VLAN ID
Circuits

Providers
Organizations which provide circuit connectivity

Circuits (0]

Communication links for Internet transit, peering, and other services

2021-05-11 10:19:56 UTC

Search

v

Secrets

Secrets
Cryptographically secured secret data

Change Log

Managed Entity Component DU1
admin - 2021-05-06 15:44

Device Compute17
admin - 2021-05-06 14:17

Automation Context OCP
admin - 2021-05-06 12:09

Managed Entity Component DU1
admin - 2021-05-06 12:00

Managed Entity Component DU1
admin - 2021-05-06 11:59

Managed Entity Component DU1
admin - 2021-05-06 11:59

Managed Entity Component DU1

& APl

Created May 5, 2021 - Updated 5 days ago

Site Change Log

Site
Status =3
Region Europe
Tenant KingComm
Facility 1BM
AS Number -
Time Zone Eurcpe/London (UTC +0100)
Site time: 2021-05-11 11:22
Description -
Contact Info

Physical Address
Shipping Address —
GPS Coordinates -
Contact Name 1BM
Contact Phone —

Contact E-Mail cde@ibm.example.com

Tags

No tags assigned

Comments

None

siteplanner-6976c6c45c-k9rpg

North Harbour, Gosham, Portsmouth PO8 3AU

Stats
Racks
VLANs
Rack Groups
O All racks
oD
Images
None

2021-05-11 10:22:11 UTC

Devices

0

Cirguits

Virtual Machines

[+ o an e |

& APl -

Organization ~ Devices ~ IPAM ~ Virtualization ~ Circuits ~ Power - Secrets ~ Other ~ Search n & admin ~
Sites
O Name Status Facility Region Tenant ASN Description Q Search
O EU-Centrall =3 IBM Europe KingComm - -
Search n
O Eu-Central2 1BM Europe KingGomm - -
Status
O EU-FECA =3 1BM Europe KingComm - -
0O EU-FEC-2 1BM Europe KingGomm - -
Region
O Eu-FEC-3 = 1BM Europe KingComm — —
O EU-FEC-4 =3 1BM Europe KingComm - -
Tenant group
E T Delete Selected Showing 1-6of6
Tenant
Tags
Q Apply |EE 3T
Organization ~ Devices ~ IPAM ~ Virtualization ~ Circuits ~ Power ~ Secrets ~ Other ~ Search n & admin -
Racks / EU-Centrall R1 Search racks n
£ Previous Rack > Next Rack :] W Delete
Created May 5, 2021 - Updated 5 days, 14 hours ago
Rack Change Log & Show Images
Rack Front Rear
Site Europe » EU-Centrall
Group None
Facility ID —
Tenant KingComm
Status Active
Role None
Serial Number R5367434
Asset Tag RMV6B3572 ComputeS3 Compute53
Computedd Compute4s
bevces 1 I
Utilizat o Compute4s Compute4s
lization Computed1 Compute41
Dimensions Compute37 Compute37
Compute33 Computed3
ype None I
Width 19 inches Ceph1 Cepht
Height 42U (ascending)
Mgmt Switch1 Mgmt Switch1
Outer Width -
Leaf Switch2 Leaf Switch2
Outer Depn - I
Leaf Switch1
s
=t Compute29 Compute29
Compute25 Compute25
e tagmssoned ]
Compute21 Compute21
Compute17 Compute17
Comments I
Compute13 Compute13
None Computed Compute9
Compute5 Compute5s
Images Compute1 Computel
None
& Save SVG & Save SVG
ST




Site planner screens

EU-Centrall / Racks / R1 / Computes3

Computeb3

Created May 5, 2021 - Updated 5 days, 13 hours ago

Device Inventory o Status LLDP Neighbors Configuration
Device
Site Europe » EU-Centrall
Rack R1
Paosition U30/ Front
Tenant KingComm
Device Type HP ProLiant Gen10 (1U)
Serial Number -
Asset Tag PG10-1622
Management
Role Compute
Platform None
Status =3
Primary IPv4 192.0.2.23
Primary IPv6 -
Cluster EU-Central 1 OCP » EU-Central1 Control Plane
Tags
No tags assigned
Comments
None
Device Bays
[J Name Status
Interfaces
[J Name LAG Description
0 =etho -
IP Address Status/Role
192.0.2.23/24 | Primary | Active
O =etht —
0O =eth2 -

e B

siteplanner-6976c6c45c-k9rpg

Organization ~ Devices ~ IPAM ~  Virtualization ~ Circuits ~ Power ~ Secrets ~  Other ~

Config Context Change Log Automation

Secrets

None found

Services

None

Images

None

Related Devices
Computel
Compute2
Compute3
Computed
Compute5
Computeé
Compute?
Compute8
Computed

Computel0

Description

— No device bays defined —

MTU Mode Cable

Global

2021-05-11 10:34:47 UTC

Rack R1

Rack R2

Rack R3

Rack R4

Rack R1

Rack R2

Rack R3

Rack R2

Rack R1

Installed Device

Connection

Not connected

Deseription

Not connected

Not connected

Search

Search devices

HP ProLiant Gen10

HP ProLiant Gen10

HP ProLiant Gen10

HP ProLiant Gen10

HP ProLiant Gen10

HP ProLiant Gen10

HP ProLiant Gen10

HP ProLiant Gen10

HP ProLiant Gen10

HP ProLiant Gen10

n & admin ~

+ Add secret
(4 s e

Attach an image

+ Add device bays

 Show IPs

aaaa

o
o@zo
o@Eo
[+ rs e

& APl -

9 almadm

() signout

Organization =  Devices ~ IPAM -~  \Virtualization ~  Circuits ~  Power ~  Secrets ~  Other ~ Search
EU-Centrall / Racks / R1 / Computel? Search devices
Created May 5, 2021 - Updated 4 days, 20 hours ago
Device Inventory o Status LLDP Neighbors Configuration Config Context Change Log Automation
Instance History
Name dcim-device-17 Time User name Action  Result Request ID
Current State [ Active | 2021-05-06 15:33 admin [ Buik | f4ca6fe2-14f7-429d-962a-757¢31990110 ¥ Process  [2) Transaction Logs
deim-device-17 .A . Intent Start Total time Status Dependencies E " Hist N Intent
ctive CreateAssembly 16:33:50 06/05/21 00:00:36 @ Completed e xecution History ew Inten
Components — 35.95
ﬁ dcim-device-17 CREATE INSTALL CONFIGURE ART

& ..e-17__RegisterInterface__1
& ..e-17__Registerinterface__2
&' ...ice-17__ConfigureBootOrder
O decim-device-17__bios

O ...m-device-17__interface__50
O ..m-device-17__interface__51

O decim-device-17__os

1n

Topology

m INSTALL CONFIG... START CEASERE...

Execution

@ START CREATE.

CREATE




IBM Cloud Pak for Network Automation Use Cases:
Open RAN Zero Touch Provisioning

Enhanced features in this release of CP4N A



Open RAN solution

*  Zero Touch Automation tools: CP4NA fully
integrated with RAN vendor

Fully Integrated Open Architecture. lllustrative Building Blocks

OpenRAN Cloud 0O

Service
Watson Al Ops
Assurance

Orch estration & Cloud Pak for Network Automat.
. Red Hat ACM
Automation

* Including Open RAN Assurance for Dynamic
environments VNFs/CNFs

* End-to-End solution, based in Open
Technology Red Hat OpenShift technology

* Agnostic Assurance solution

Integrated with OSS/BSS Systems

* Disaggregated architecture for easily
adapting to new components and
capabilities, no vendor lock in S==7=

Fully Close loop automation solution.

Red Hat OSP Director ETSI Standards compliance

* Integrated testing of all the different

Network Fabric

components in RAN vendor Lab in
Bangalore and IBM Lab in Dallas for
Automation

Native Kubernetes solution with virtual
machine capabilities

HA and DR capabilities

Possibility to leverage other applications
ready to run on OpenShift, e.g. MEC, Edge.

Juniper

& RedHat

VIM / CaaS

C&S Servers

-
ke,
i)

(O

|

o]0)

Q
o+
=
O

-

o

O
M
O

C
L

Network SDN

Fully automated overlay and underlay

Red Hat OpenStack
Red Hat OpenShift

XNFs deployment in Containers &
VMs supported

COTS Servers

COTS servers for Compute and
Storage

Examples

End-to-end Operation




Open RAN Architecture Design

 Kubernetes methodology for a
microservices and agile methodology

architecture Virtualization solution based on OpenShift
 OpenShift Virtual Machines

deployment capabilities to support ) Radio Site — ‘ Central Site

RAN vendor vCUs and VEMS

cDU Deployments are:

* Solution prepare to automatically _ 4G Cell Site 0SS/BSS
managed and adapt different RH OCP Bareleta - 4G + 5G NSA Cell Site
configurations for the Cells Site FpGA
N3000 4
1 H o D o D VEMS S—)(
* OpenShift Open Innovation ; 2 HEE - s
ecosystem 2 Bl E 5
CNV _

* Prepared for additional locations, e g.
Regional Sites

CNV
RH Openshift 4.6 RH Openshift 4.6

« Baremetal deployment for worker
nodes in the Cell site

Application Cluster Management Cluster

 Agnostic orchestration solution with
CP4NA. Using Red Hat ACM
provisioning tool integration

* Integration of inventory and alarms
in CP4AWAIOPS



Solution Lifecycle of Software Components

Automated pipeline for deploying new releases

* Fully automated assembly line

(pipeline) to onboard new patches, OgreonjECAtN /Q)Elt\ (Auto) Trigger

release of software com ponents ¥/ snapshot build and | < » CP4NA Behaviour Testing < I
M [ifecycle behaviour test runs /’ :
* Control of dependencies for Playbooks Fix O \ \/ Load behaviour @ |
eQeys ne tests .
deployment capabilities ter N —  Jenkins Dev Environment |
YAML 0 ' @—0 |
* Control of deployment order for Descriptor CPANA |
. . New Feature
correct activation 9 W - |
_ , Behaviour Pipeline CPaNA RHACM f Ansible '
*  Fully automated testing with auto- Teote Automation T Srronment '
- . . £ Sonatype
provisioning of test scenarios =] Nexus -
) ) Successful test N
* Auditable testing results and T runs result in
. . release candidate Create/clean RH Openshift
behaviour testing ALTIOSTAR with build version environment and p
- load CNF under test

METWORKS:

and test packages

 Managing multiple deployment RAN vendor provides cDU, | CNF Package ~ CNF
g ) cCU and VEMS packages. IBM|  spapshot-1 Package
scenarios and adapting to new creates initial VRAN Project S

requirements and scenarios




Zero Touch Provisioning with CP4AN A

* CP4NA inventory site designer will be ; > ; p - - - - ()
used for designing and modelling the 3> ) 9> fs::z:*zz? e A AN AT G P e Ao
in fra Stru Ctu re Of VRA N p Iatfo rm ueprints deployment radio site radio site on DU and CU DU (NC) core

1

! @ i{ CPANA } @
 After on-site installation and power- RfﬂsHt%trfﬂdav)far;c:rd 1 o
up, CP4NA instructs Red Hat ACM to ad f
deploy automatically the Openshift { E% : Czri'tt;a'
COmponentS Regional OCP @ @ > C:J
* CP4ANA automatically deploys the CU

and DU software on Kubernetes and
applies their initial configurations

Red Hat OCP O

> CoreOS - RT

CP4ANA

Red Hat

assn

FPGA

N3000

[ ]
[ ]
[ Field Services ]
e CPANA coordinates with the EMS for [ ]
activation and automatically notifies
0SS or EPC to register new eNB/gNB

RAN vendor




«  Compliant with 3GPP Self-configuration IRP
(integration reference point)

«  Supports integration with Altiostar EMS for
provisioning of 4G eNodeB configurations.

«  Driven by configuration from Site Planner

3GPP SCIRP




Zero Touch Provisioning in CPAN A

Organization »  Devices ~

Managed Entity Types / eNB, 1.0

eNB, 1.0

Created May 5, 2021 - Updated 5 days, 18 hours ago

Managed Entity Type Change Log

Details
Reference assembly::eNB::1.0
Name eNB
Version 1.0
Description eNB descriptor
Instances 2

Properties
Name Type Entry Scl
identifier ED -

Component: Config

Description

Data Type

Quantity

Properties

data

g0

name

Component: vDUs
Description
Data Type
Quantity

Properties
Name Type
pool

config

name

‘Component: vCU
Description
Data Type
Quantity
Properties

-

ype
pool
config

name

gog

siteplanner-8976c6c45¢-k9rpg

IPAM ~

Virtualization -

Sign Out

Circuits ~  Power ~  Secrets ~  Other ~

Search

Organization ~ Devices ~ IPAM ~ Virtualization ~ Circuits ~ Power ~ Secrets ~ Other ~ Search n & admin ~
o T e
J
O Name Type Status Q, Search
O eNB-A1 eNB, 1.0 =
Search n
O enB-B1 eNB, 1.0 =3
Status
e —
4a ] onis | Tags
Comments
Type
. Intent Start Total time Status Dependencies
ManagedEntity-1 ecution Histo N
& ¥y CreateAssembly 16:43:52 06/05/21 00:00:19 @& Completed ® ution History L n & admin -
Clear
This is a snapshot of a historical intent. Click "Return to Latest Intent" to see last intent. Name n
ﬁ ManagedEntity-1 CREATE INSTALL CONFIGURE START
& .anagedEntity-1__ApplyConfig m
Tags
O Mansgedetiy-1_cu & G & - s+ s+ Pows - St < Obvor B o
O mwenns_coon | CEED CHEED CZZEED B
d
History
Time User name Action Result Request ID
2021-05-06 15:44 admin m d5f5d177-cd3b-4e82-aed9-e183ceefabea  Process  [3) Transaction Logs
2021-05-06 15:43 admin [ Build | fa4dbbd3-1b3a-4dd2-986e-19fc00680094 O Process [ Transaction Logs

Execution

2021-05-11 10:54:04 UTC

& API -




CPANA intent approach and automation building blocks

S| Packages

VNFD VNFD VNFD

~_

NFVI Lifecycle
00000
o0oece

NS Lifecycle

N
o Coirdess )

CPANA

l

NFVO/VNFM Engine

NS Instance Model

VNF Instance Model

)

1 * 4
‘(liiiii)){4H=|||’}{‘|=IIE’) {'IIIII’> {'Illll'}
Stack
o J

by site inventory

Instance topology decomposed into desired automation model informed

A

Site Planner NFVI Automation

DC Feasibility

Core » VEPC on Openstack » MAN-E-A1

Manesar-DC-1

v

v" Similarly for MANO, an NS request is decomposed into an instance model that is composed of xXNF and infrastructure lifecycle building blocks

.

\ 4

HP BIOS

DCIM desired NFVI topology assembles model of vendor automations

Hyper-
“lHIl|l)} =

Super
Micro
Server

A 4

Intent Engine

Requests for new desired
topologies are automatically
decomposed into lifecycle
sequences to get from current
instance to desired state

Lifecycle Drivers

o =

I T3 R

Servers
!EIIEI!, EEE "iﬂ!’l - IE!!E_' ‘ ‘
Fabric ‘r-l!‘
/A
Transport azzzzil

NFVI Sites can have different network,

hardware, and controller software

IBM’s site planner models the low level design of an NFVI from lifecycle building blocks. The intent engine assembles the model into a working NFVI

v' The infrastructure building blocks are late bound from the inventory information in site planner




IBM Cloud Pak for Network Automation Use Cases:
5G Network Slicing



Network Service Slice Management as per 3GPP

NEST J
s ) | . N
Network Slice Management Function
Create/select Slice
Topology
[ Customer Slice Instance ]
Create/select
Subnet network fLM_hﬁ\ (f - S \\
services RAN Subnet Core Subnet
Instance Instance
Manage resource / /
lifecycle through NSI NSI NSI NSI NSI NSI NSI
external domains

\_

NSI
Domain
il vo (W soevs (M corenvo

[
‘

Red Hat Red Hat

-
1

| I 0@ Ed oo |

CU

QR
|

-
\ \
i

Logical Networking & Control

Small Form factor Racked servers with network Racked servers with network acceleration and SDN

. Servers with
with FPGA cards -V;A-N- acceleration and SDN fabric -W-AE fabric ] SRIOV/DPDK for Telco Geneﬁgiilr(\)/aedrss for IT
K vRAN Appliance/ k Data Center / Data Center workloads




Telco Network Cloud Automation Approach

Model

Design & Certification Studio

Network Slice Design

XNF Automation
Packages

XNF Design
NFVI Automation
Packages  NFvI Design

O O

Small Device and xNF automation
packages are loaded

Design rules for assembling the
automation packages are
programmed

Orchestration Engine

Network Service
Instance Intent
Model

XNF Instance
Intent Model

NFVI Instance
Intent Model

Generate Complete Intended Model

Intent models are generated
from the designs and are
constantly reconciled

Build/Reconcile/Verify

) ) ) [

OpenStack

Hardware - CPU, Memory, Acceleration, FPGA

Network Fabric

Operate

Data
Collection &
Analytics



Programming CP4N A — Designhs & Automation Packages

Slice Design

 Network Service e Slice Profile
Composition * Binding Policies
* Placement rules  Closed loop policies
Infrastructure Design XNF Design
* Site Racks *  Flavour profiles
e IPAM “ * Scaling/Healing policies
«  Device types * Hardware dependencies/tuning
e Compute roles parameters
NFVI Automation Packages XNF Automation Packages
Standard set of automation types must be implemented to configure Vendor or SI compiled xNF automation package includes all software
vendor NFVI devices as per site design and information to deploy and manage its lifecycle

Fabric Server Storage VIM
Packages Packages Packages Package

RHOC
P * Descriptor
[ ]

Lifecycle
RHOS * Metrics

=it * Tests ‘3)
* Images HEAT

oooooooooo

Generate

Generated Model runs the scripts in
the automation packages in the
calculated order




IBM Cloud Pak for Network Automation
Summary

IBM Automation / © 2021 IBM Corporation
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CPANA differentiating features

Cloud native solution

Vendor and NEP neutral

Operational Intent engine
/ e @ P 9
| IBM CPANA

Technology agnostic

N End to end unified lifecycle model

R<I>9 Growing ecosystem

o



